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ABSTRACT

Emotion recognition based on biological signals from the brain necessitates 
sophisticated signal processing and feature extraction techniques. The major purpose 
of this research is to use the enhanced BiLSTM (E-BiLSTM) approach to improve the 
effectiveness of emotion identification utilizing brain signals. The approach detects 
brain activity that has distinct characteristics that vary from person to person. This 
experiment uses an emotional EEG dataset that is publicly available on Kaggle. 
The data was collected using an EEG headband with four sensors (AF7, AF8, TP9, 
TP10), and three possible states were identified, including neutral, positive, and 
negative, based on cognitive behavioral studies. A big dataset is generated using 
statistical brainwave extraction of alpha, beta, theta, delta, and gamma, which is then 
scaled down to smaller datasets using the PCA feature selection technique. Overall 
accuracy was around 98.12%, which is higher than the present state of the art.
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Enhanced BiLSTM Model for EEG Emotional Data Analysis

1. INTRODUCTION

Human emotions are vital in daily life and influence daily activities (Bos, 2006). 
The goal of affective computing is to create an emotional model that can monitor 
and interface with human emotional states. The subjective nature of a person’s inner 
emotions is based on feelings, and experiences, both internal and external to the 
individual (Alarcao & Fonseca, 2019). To name a few, voice, facial, and physiological 
signals can all be used to detect and evaluate emotional states. The subject might 
disregard or falsify their mood states, which can lead to erroneous choices, according 
to the defects of the speech and facial approach. These shortcomings have been 
overcome by analyzing using physiological signals (Liu et al., 2010). The use of 
electroencephalogram (EEG) to detect emotions is quickly rising due to factors 
such as no interference with brain signals and the availability of numerous portable 
data-gathering equipment. This has allowed for the development of medicinal and 
non-medicinal applications (Molina et al., 2009).

The importance of EEG has been vastly exaggerated over time, and it is far from 
a panacea for brain activity. It can be detected if someone is awake, asleep, brain 
dead, suffering a seizure, and a few other things clinically. The EEG is the sum of 
all electrical stimulation on the surface of the brain. Because this action must pass 
through layers of soft tissue, bone, and skin, the data is naturally noisy.EEG data 
is collected using a standard setup of 20 electrodes spread across the scalp. The 
letter in each lead denotes which section of the brain it is closest to (Temporal, 
Frontal, Parietal, and so on), with odd numbers and even numbers on the left and 
right respectively. In the clinic, usually consider the potential difference between 
pairs of electrodes rather than the electrical potentials at each electrode. This allows 
deducing what the brain is doing in that location by looking at the electrical field 
in the brain region between these two places. When any two electrodes are chosen 
and it generates 20 factorial distinct potential differences, not all of them will be 
beneficial.

As Montages, the arrangement of selecting pairs of electrodes to compare potential 
differences. There are several other montage systems, but the 10-20 system is the 
most prevalent. Looking at the firing rate is where the EEG data gets fascinating. 
The neuronal activity begins to synchronize in quite amazing ways with specific 
medical illnesses and mental states. This activity’s firing rate is measured in Hz 
and divided into bands:

• Delta (<4Hz) Continuous attention activities, slow-wave sleep
• Theta (4-7Hz) Repression of evoked responses, drowsiness
• Alpha (8-15Hz) Closed eyelids, relaxed
• Beta (16-31Hz) Active thinking, concentration, and vigilance
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ABSTRACT

Blockchains are shared, immutable ledgers for recording the history of transactions. They substitute a 
new generation of transactional applications that establish trust, accountability, and transparency. It 
enables contract partners to secure a deal without involving a trusted third party. The internet of things 
(IoT) is rapidly changing our society to a world where every “thing” is connected to the internet, mak-
ing computing pervasive like never before. It is increasingly becoming a ubiquitous computing service, 
requiring huge volumes of data storage and processing. The stable growth of the internet of things (IoT) 
and the blockchain technology popularized by cryptocurrencies has led to efforts to change the central-
ized nature of the IoT. Adapting the blockchain technology for use in the IoT is one such efforts. This 
chapter focuses on blockchain-IoT research directions and to provide an overview of the importance of 
blockchain-based solutions for cloud data manipulation in IoT.
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Current Trends in Integrating the Blockchain With Cloud-Based Internet of Things
 

I INTRODUCTION

IoT is a network system in both wired and wireless connection that consists of many software and hard-
ware entities such as manufacturing management, energy management, agriculture irrigation, electronic 
commerce, logistic management, medical and healthcare system, aerospace survey, building and home 
automation, infrastructure management, large scale deployments and transportation.

There is a need of an advanced prototype for security, which considers the security issues from a 
holistic perspective comprising the advanced users and their intercommunication with this technology. 
Internet is primary of IoT hence there can be security loophole. Intercommunication paradigms are 
developed based on sensing programming for IoT applications, evolving an intercommunication stack 
to develop the required efficiency and reliability. Securing intercommunication is a crucial issue for all 
the paradigms that are developing based on sensing programming for IoT applications (Choudhury et 
al., 2017). Data generated by the IoT devices is massive and therefore, traditional data collection, stor-
age, and processing techniques may not work at this scale. Furthermore, the sheer amount of data can 
also be used for patterns, behaviors, predictions, and assessment. Additionally, the heterogeneity of the 
data generated by IoT creates another front for the current data processing mechanisms. Therefore, to 
harness the value of the IoT-generated data, new mechanisms are needed. If we provide good solution 
which insures about security of the cloud storage system and communication between IoT device and 
cloud, then there is no problem to accept cloud storage to store IoT data.

Figure 1. Illustration of Cloud based IoT
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Abstract—Most of us have spent what seemed like forever in a retail store, waiting for the 
person in front of us in the queue to bill a large number of items, when we just needed a single 
item to be purchased. Long lines at the cashier counters can cause people to wait for a 
significant amount of time, before they can pay for their products, and leave, regardless of the 
number of items being purchased. We feel that this can be changed, and  our  idea  is  to  
automate  the check-out process, enabling automatic payment, striving towards a new-age 
digital shopping experience. We propose to do this by using a smart phone application that 
allows the user to scan the products he or she wishes to purchase, generate the bill for all the 
products scanned, make the payment and simply walk out of the store. This process will ensure 
easy customer, inventory management and finance handling, making both management and 
customer happy. This application will help avoid long queues and provide a hassle free checkout. 
It will not only reduce the amount of waiting time, but it will also reduce or eliminate the need 
for a cashier. In addition to this, in accordance to today’s trend of e-transactions, the entire 
process will be free of any hard cash.  
 
Index Terms— PayU, Firebase , Smart Shopping, Intelligent Shopping Cart, Digital Cart. 

I. INTRODUCTION 

Today, Smart phones have become an important asset to us, without which our life would be incomplete. When 
it comes to shopping, our smart phones are not used as much as booking cabs, movies, buses etc. It is of a great 
concern, especially in metropolitan cities, where these shopping will be very time consuming as there will be 
long queues for the payment of bill. The main aim of this system is that the whole system will provide you a way 
for queue-less shopping and online payment with inventory management. The shopping is usually the most time 
consuming and provides us our daily essentials, so this system enables you to keep this asset at your fingertips 
using only your smart phones. Shopping means to feel comfort and ease the steps involved in it. There are 
various factors to keep in mind when it comes to traditional way of shopping such as products search, billing and 
payment. In today's world smart phones has become an important asset to us, without which our life would be 
incomplete. But, when it comes to the shopping our smart phones are not used as much as booking cabs, movies, 
buses etc. It is of a great concern, especially in metropolitan cities, where these shopping will be very time 
consuming as there will be long queues for the payment of bill. It is important that you take steps to eliminate the 
queues in the shopping. Think for a moment just how much more of a hassle it would be to do all of the payment 
of the bill in one place which will be on first come first serve basis. The main aim of this system is that the whole 
system  will  provide  you  a  way  for queue-less shopping and online payment with inventory management. The  
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shopping is usually the most time consuming and provides us our daily essentials, so this system enables you to 
keep  this asset at  your fingertips using only your smart phones.  
It is important that you take steps to eliminate the queues in the shopping. Think for a moment just how much 
more of a hassle it would be to do all of the payment of the bill in one place which will be on first come first 
serve basis. If someone in front of you has two trolley of products and you have only a single product you need 
you have to wait until the customer before you has completed his payment process. It would be very time 
consuming and it would quickly become frustrating. Even though you have a single product, it will still be a 
massive hassle. Overall, it’s a hassle that no one should have to deal with. By having the right application to save 
your time that will be possible. When you have the android application for queue-less shopping it can provide 
you with more peace of mind, as you will not have to worry so much about how much time it will consume for 
the bill payment. You know you have the technology to keep it easier and faster to provide you a seamless 
shopping experience. An android application is developed to provide an interactive environment and enhance the 
shopping experience. The android application will provide a way for the inventory management and easy 
selection of the products. 

II. LITERATURE SURVEY 

To improve the In-stores customers shopping, Terblanche [1] proposed a android application which provides the 
customers comfort, efficient, and convenient shopping experience. The proposed work developed an Android 
mobile application that uses the phone camera to capture the product's barcode label and also price labels. By 
using this mobile application, customers and stores both gain improvement. Store's shopper gets full product 
information immediately and correctly in a convenient and fast way by only scanning the product's barcode then 
it can translate this information into several languages. Also, this project serves customer shopping experience in 
calculating the total cost of their purchases while they are shopping in any store and in any gallery by only 
capturing the written prices' labels. 
Rawabi [2] et al developed a smart app which mainly focuses on navigation to the item's location and automatic 
billing of the products that the user has purchased. An RFID reader was used to scan the products. Jagdish 
Pimple[3] et al proposed a Digital Cart which uses the Barcode scanners, LCD display, Keypad and Wi-Fi 
module to sends the data wirelessly to the main server. It  have product details which the customers scans the 
products on screen in the display connected to Arduino which was situated in Digital Cart. The cart interfaces 
with the main server and it will have the facility to generate the bill for all products added into the cart.  
Zlatko Bezhovski [4]  identifed a basic optimization scheme to design shopping guide system run on smart 
phones, with the help of QR code generation and recognition technology. For proficient shopping system, 
exclusive QR codes are produced to record the article name, number, location, detailing of goods placed .Smart 
phone reads the QR Code through the camera. REST protocols are used to scan QR codes to complete end to end 
business process flow execution to complete task at hand. Multiplexing and DE multiplexing algorithm for 
recognizes QR code image using smart phones. Special Symbols were scanned at receiving end and image was 
recognized. The image was DE multiplexed to its original QR code pattern with three part Data in each QR code 
pattern were concatenated back to form the original information message. QR filtering method is used to get the 
information which is hidden inside the QR code securely. The concept of OTP was also used for security using 
QR code. 
Bhasha Chaure [5] presented a new concept called “SMART SHOPPING TROLLEY” has which consists of 
Raspberry pi that follows the customer while purchasing the items and ultrasonic sensor maintains the safe 
distance between the customer and itself. When a person drops any products into the trolley, its bar code will be 
detected and the price of those products will be displayed. As the scanned products were dropped the cost will 
get added to the total bill. Thus the billing will be done in the trolley itself. By using this trolley, customer can 
buy large number of products in a lesser time with less efforts 
Rajesh kumar Megalinagam [6]  author proposed a system that replaces barcode technology with RFID 
technology as it does not require perfect line of sight to eliminate long queues. Every customer was given a 
unique RFID card by paying some amount and the customer’s account will be created in an android application 
through which customers can check their wallet balance. At the end of shopping the finalbill is transmitted to the 
billing section through zigbee communication and the net amount will be automatically deducted from the 
customer’s prepaid balance. The proposed model was based on raspberry pi processor and uses RFID reader and 
tags for simultaneous billing, thus solves the problem of long queues.  
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III. PROPOSED SYSTEM 

The Smart shopping application is used to provide seamless shopping experience. The Android application is 
connected to the firebase server where the product descriptions are stored. After the barcode is scanned the 
product will be retrieved from the firebase server. After adding all the products the bill will be generated. The 
Payusdk is used for the payment of the bill. The application will generate a hash value which will be used by the 
payu server for the payment process. After the payment is done the successful payments will be added to the 
checkout list where the products can be collected by the customer. The manager of the super market can manage 
the inventory and can view all the orders of the customers. They can add, remove and stock the products in the 
super market.  
Despite the various technologies that have been introduced in providing a seamless shopping experience they 
require changes in the trolley. These smart trolleys provide a smart way but it requires additional cost as each 
trolley will have to be changed and they will be complex to use for the new customers. A separate billing system 
will be made for these smart trolleys rather than common method. It will be heavy for the customer to carry 
around the super market. The proposed smart system in this project is designed to scan the products and pay the 
bills through the smart phones which is owned by the customer. This system does not requires any additional 
cost for its implementation. 
The system has three main units. The first is a user unit which is used by the customers. This unit consists of a 
login page and the products page. The customer will login to the application using the login page. After 
successful login the products page will be shown. The products page is used to scan the products which the 
customer needs to buy. The camera of the smart phone is used to scan the products. The products description will 
be retrieved from the firebase server. The scanned products will be added to the products lists and the customer 
can generate the bill for the products. The payment unit is used for the payment of the bill. The payusdk is 
integrated with the application which will be used by the customers for the payment process. The application 
will generate a hash value for the products chosen by the customer and that hash will be used by the payu server 
for the payment of the bills. After successful payment the bill will be added to the checkout list where it can be 
collected by the customer. The admin unit is used for the inventory management and they can be used to add, 
remove and stock the products of the super market. The admin can also view the checkout products by all the 
customer of the super market. 

 
Figure 1. System Architecture for In Store Shopping System 

Figure 1, shows the System Architecture of In Store Shopping System. This system is divided into three 
modules: 
1. Shopping Module 
2. Payment Module 
3. Admin Module 
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The System Starts with Sign In page as every new customer signs into the application. User uses the same 
credentials to log into the application. Adding item into the cart can be done in two ways 1. Add Manually with 
Product ID  2. Scans the Product to add to cart. Once the user adds an item into the cart quantity of the item 
needs to be entered. These products are stored in the database. Each products assigned with the price. Admin has 
privilege to manipulate the products. Bill will be auto incremented based on the quantity of the items added. 
Payment is done through card and Net Banking. Payment phase is initiated by entering the required credentials. 
Payment is carried over by PayU module.Admin has special privilege to introduce new items into the market and 
in the application. Admin allocates price to products and also manages the inventory of the products. 

 

Figure 2. Shopping Illustration 

Figure 2, illustrates the process of the shopping application. Initially, customer signs into the application with the 
Email ID and a Password. Password must have atleast six characters. The Credentials are verified on clicking the 
register Button. Same credentials are used to log onto the application. Admin has the privilege to add items 
available in the store and assigns the price to the added items. Customer chooses the items to the cart. This can 
be done in two ways. One can add item into cart by entering the product ID. Other way is by scanning the QR 
code of the product. Once the products are added quantity of the respective products are chosen and total amount 
will be autoincremented as products gets added into the cart. 

 
Figure 3. Use case diagram for In-store Shopping 

Figure 3, represents the user interaction with the system. Initially User Signup into the application to create an 
account. Admin has access to all the activities in the system. The user scans the product and add the item to cart. 
Once all the items were added payment system is processed through Paypal.   

IV. RESULT AND DISCUSSION 

Our Smart shopping application is used to provide seamless shopping experience. Results are shown below for 
the application. Initially our application begins with shopping module. Furthermore if the customer has finished 
shopping payment phase is initiated. 
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Figure 4. Login and Payment phase of the application  

V. CONCLUSIONS  

Few supermarkets have digital presence enabling online purchase of items but do not have applications for 
various instore interactions. Almost everybody owns a smart-phone with a camera which is all that is required to 
perform the software automation that we propose. In exchange, the speed of shopping and the convenience that 
the customer gets is immense. This leads to a win-win situation where the customer is happy to come back for 
the convenience that this system provides, and the management is happy with the customer retention they get. 
Additionally, the scope of the idea is immense, when used in conjunction with prediction algorithms. By keeping 
track of the data that the application produces, stores can use data-mining to customize the entire shopping 
experience to each and every individual, by means of showing the customer personalized messages based on 
their buying patterns. Also, it could use prediction to prompt the user to what he or she might have forgotten to 
purchase in the visit to the store. 
Our future works are aimed at incorporating the following features into the application. A customized user 
interface will be provided to the app with artistic features. The app will be extended to make it compatible to 
serve a large number of users. In order to make the app more productive, hosting it on cloud platforms will be 
investigated. The app will be designed to suggest personalized offers and discounts to users based on customer 
shopping patterns. The app will provide more details about the items like product life history, nutritional values, 
items often bought together etc. 
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Abstract—Analyzing big stream data is a significant task for
real-time high-voluminous data. Various research works have
evolved to analyze those big stream data. However, state-of-the-
art systems have certain limitations, such as scheduling time
(ST), resource-aware predictive scheduling efficiency (RAPSE),
memory consumption (MC), False positive rate (FPR), etc. This
paper proposes a hybrid algorithm for predictive resource-aware
scheduling to address the issues. The algorithm integrates Elastic-
net regularization with Kernelized Fisher Discriminant (KDF)
and Map Reduce classification process for a case study on a high
volume of human activity recognition dataset. The Elastic-net
regularization process selects significant features from the dataset
and adds certain performance measures for efficient scheduling
by the KFD process. The Map Reduce classifier classifies the data
streams assigned to a respective processor by the KFD to achieve
a low False positive rate. Experimentation has been validated with
state-of-the-art systems using standard challenges RAPSE, MC,
FPR, and ST. Results have also proven that the proposed system
has certain merits in implementation over the other state-of-the-
art systems in real-time human activity recognition.

Index Terms—Kernelized Fisher Discriminant, Map Reduce
Classification, Elastic-Net Regularization, Human Activity Recog-
nition, Resource aware predictive scheduling efficiency.

I. INTRODUCTION

Data has increased in the last two decades due to tech-
nical and technological advancements. Mining exciting and
valuable insights from the generated data are challenging for
research and industries. Technological advancements such as
the Internet of Things (IoT) and smartness in all fields (Smart
devices) make the process more robust and promote the growth
of BigData [1]. In this era, all the research organizations
and industries have a demand to implement more real-time
processing algorithms to process those high volumes of contin-
uous data [2]. It has evolved into a wide range of applications
such as healthcare, trading, human activity recognition, etc.
[3]. For instance, the human activity recognition (HAR) task
identifies the person’s activity in his/her smart home through
ambient, vision systems, or wearable devices/ sensors [4].
The wearable device/ sensor generates tri-axial data for an
accelerometer, gyroscope, and magnetometer to a total of 9-

axis, and using those data. The activity has to be identified
immediately at a shorter response time. The traditional process
fails to recognize the events if the data is collected parallel
from multiple sources, say two or three subjects. As the
data involves human subjects, response and reporting actions
constitute a significant concern, leading to severe mortality
in the case of accidents such as falls [5]. To address the
multi-source heterogeneous real-time data stream, computing
evolves into the research [6]. Data stream computing has the
facility for processing scalable data in a fast and fluctuating
environment over time and unbounded space. Earlier, parallel/
distributed processing environments gained more attraction,
dividing the task into pieces and processing them in paral-
lel. However, those processes are not suitable for real-time
processes such as HAR as they mainly rely on real-time
static batch data processing. Several frameworks have also
been incepted, such as [7]–[10]. However, their use cases are
heterogeneous, simple, and different and need to be adaptable
for the real-time activity recognition process.

This paper has modeled the proposed system as a directed
acyclic graph (DAG) for data stream processing. Each vertex
of the DAG refers to a processing unit (PU), and the edge
indicates the data flow from one PU to another PU. The
big data stream process handles an unbounded data stream
of tuples and recognizes the activity in the shortest response
time with a reasonable recognition rate. While handling the
unbounded data stream, there may be specific latency, such
as process and transfer latency between (PUs). The accurate
modeling of the data stream and prediction of those latencies,
also known as predictive scheduling accuracy, is a challenging
task for the multi-source data stream that needs improvement.

Thus, to model a significant data stream process with high
predictive scheduling time, accuracy, and memory consump-
tion, this paper proposes a hybrid algorithm that integrates
Elastic-net Regularization + Kernelized Fisher Discriminant
process with Map reduce classification system.

The proposed system has the following three-fold contribu-
tions

• Elastic-net regularization - A regression-based method to978-1-6654-5637-1/22/$31.00 © 2022 IEEE
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correlate the relationship between the features and the
target class accurately for feature selection.

• Regularization method - To reduce the overfitting of the
classification model using the LASSO model.

• Map Reduce classification model - A classification model
to reduce the scheduling time by utilizing the minimum
resources.

Experimentation has been carried out using the human activity
recognition dataset (HAR) from the UCI repository [11] for
validating the resource-aware predictive scheduling efficiency
(RAPSE), scheduling time (ST), False positive rate (FPR) of
classification, and memory consumption (MC). The remaining
section of the paper is organized as follows. Section 2 briefs
the related work on big data stream computing for the human
activity recognition process. Section 3 deals with the proposed
hybrid algorithm, Section 4 details the experimental results and
discussions, and Section 5 conclude the paper.

II. RELATED WORKS

In the last decade, various big data stream computing
has been proposed, as discussed in the review paper [12].
Further, the methods, challenges, and opportunities related to
scheduling in a distributed environment were discussed in [13].
To ensure fast data stream processing, [14] designed a dual-
channel pipeline data processing model. However, the time
complexity in predictive scheduling is challenging. Choi et al.
[15] has initiated a distributed stream processing framework
for IoT data, which is fast and efficient. In the meantime, Sun
et al. [16] has proposed an advanced method of Elastic online
scheduling framework for big data streaming applications (E-
Stream) to reduce the system response time and application
fairness. However, there needs to be more focus on predictive
scheduling accuracy. The research work by [17] has introduced
a feature selection analysis using the elastic net concept for
the dataset acquired in the metallurgic company. The approach
has been extended from the [18], which uses the multivariate
Gaussian function to monitor the crucial variable during pre-
dictive scheduling accuracy. Similarly, [19] has focused on
the limitations of the job scheduling process performed in a
Hadoop environment for big data. Gautam and Basava [20]
has proposed a resource-aware dynamic data stream model
for the efficient high-performance computing of big data to
overcome the limitations. Mortazavi-Dehkordi and Zamanifar
[21] has proposed a deadline-aware scheduling framework to
reduce the latency and utilization cost. This has been extended
from [22] with the same objective to reduce the latency cost
using a Graphic processing unit (GPU) for online data stream
processing. The research work [16] also has a modified version
of [22] to evolve a run time-aware data stream scheduling
strategy using the first-fit process. Xu et al., [23] introduced
a hybrid method by integrating genetic algorithm (GA) and
ant colony optimization (ACO). A novel relative intelligent
model using optimization technique was introduced by [24].
Chen et al. [25] have proposed a flexible resource-constrained
project scheduling to address the scheduling process that has
the facility of competency differences. However, still, certain

complexity arises in managing complex data in terms of the
scheduling process as reviewed by [26]. On comparing the
reviews and as per the review work by [26], the dynamic
scheduling of big data stream processing is challenging for
real-time analysis, such as activity recognition. In addition,
the significant process of handling big data with predictive
scheduling has yet to be performed well in state-of-the-art
works. To address this issue, this paper proposes a hybrid al-
gorithm for Resource Aware Predictive Scheduling to address
the challenges such as RAPSE, ST, FPR, and MC.

III. PROPOSED SYSTEM

The term Big data stream refers to a high volume of data
in which the streaming data must be processed for real-
time insights. In this proposed work, the Big data stream
has been processed using two different modules, such as
feature selection, scheduling, and classification, to improvise
the RAPSE, ST, and MC. The architecture of the proposed
system is shown in Figure 1.

Fig. 1. Architecture of the proposed system

The input is the smartphone-based human activity dataset
Db used to recognize the HAR process. The data stream
computing has m number of processing units p1, p2, p3, ....pm
and the number of data streams to be ds1, ds2, ds3, ...dsn.
Initially, the elastic-net regularization process selects the rele-
vant features from the Db. Then the kernelized fisher process
schedules the data streams to the process based on the CPU
time (cput), Memory Utilization (mu), Energy Consumption
(Ec), and Bandwidth Utilization (bwu). Then the selected
features are classified using a map-reduce classifier in the
efficient resource processing unit. The scheduled data stream
task will achieve higher accuracy in the shortest response time.
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A. Feature Selection

In this phase, the Elastic-Net regularization process selects
the best features from the dataset Db using a regression-based
method. The method correlates the features F and the target
class variable y relationship.The elastic net method overcomes
overfitting and certain limitations of the LASSO method using
an additional penalty function as referred to in equation 1.

∥α∥1 =

t∑
j=1

|αj | (1)

The process groups a highly relevant variable by removing
the redundant and irrelevant variables from the dataset Db by
integrating a regularization term α in the regression equation.
The Elastic-Net Regularization process has been applied here
to estimate the regularization and feature selection parameters.
It is represented in the equation 2. F represents a feature
set that has multiple features F1, F2, F3, . . . .Fn. ∥α∥ is a
regularization term, L1 and L2 are regularization parameters
that control the importance of the regularization term between
[0, 1]. y is the class variable (expected output), and all these
parameters determine the regression coefficient ρ. The features
are more likely to be relevant if the ρ value is close to 1. Else,
irrelevant close to 0.

ρ = argmin(∥y − αF∥2 + L2∥α∥2 + L1∥α∥1) (2)

The elastic-net regularization process also determines the
pathway for the next phase of our proposed system to schedule
the particular data stream task dsi based on the following
metrics.

Performance Metrics Various performance metrics of the
feature selection process that enhances the predictive schedul-
ing are as follows.
CPU time (cput) refers to the time taken to complete the data
stream task sdi also referred to completion time cti of a data
stream task sdi as given in equation 3.

cput = cti(sdi) (3)

Memory Utilization mu refers to utilization of memory
space (mu) by a process to complete a task. Referred as the
difference in the total memory (tm) with the unused memory
space for the task (usi) as given in equation 4.

mu = tm − usi (4)

Energy Consumption Ec refers to the difference in the
total energy TE and the remaining energy RE to process the
task as given in equation 5.

Ec = TE −RE (5)

Bandwidth Utilization bwu is an average rate of data
transfer of a processing unit, also referred to be the difference
between available bandwidth bwa and unused bandwidth bwud
as given in equation 6.

bwu = bwa − bwud (6)

Finally, the elastic-net regularization process selects the best
features for each data stream task and its related performance
metrics CPU time (cput), Memory Utilization (mu), Energy
Consumption (Ec), and Bandwidth Utilization (bwu). For
instance, the data stream task 3 ds3 has following features and
selected measures < F2, F34, F42, F55 >, cput = 0.4s,mu =
2kb,Ec = 2.6J, bwu = 86kb. Similarly, all the data stream
tasks with the selected features and performance measures will
be forwarded to Kernelized Fisher Discriminant for scheduling
and, in turn, Map Reduce classifier for the classification
process.

B. Scheduling and Classification

The selected features and the performance measures by the
previous phase determine the best efficient computing resource
to be scheduled by the Kernelized Fisher Discriminant (KFD)
process. The KFD process analyzes the cput,mu,Ec, bwu

with the selected feature set F for scheduling. Along with
the KFD process, the Map Reduce classification has been
integrated to improvise the recognition rate as a novelty of
the proposed work. The Map Reduce has two phases; during
the Map phase, inputs are converted into keys and values, in
which the key has the performance measures determined by
the elastic-net regression process. The KFD schedules the data
streams based on the best measures for the best processing
unit. At the same time, Reduce phase uses a discriminant
vector maps the incoming data stream data into different
classes.

Let us consider several data stream tasks
ds1, ds2, ds3, ...dsn as input, each with a set of selected
features and performance measures, as mentioned before.
The Fisher determines the discriminant function df , which is
the ratio of the variance between (σb) and within (σw ) the
classes as defined in equation 7.

df = σb/σw = (wsr(b)d)/(wsb(b)d) (7)

The Kernelized Fisher function determines the correspon-
dence of the mean of the target class variables and the data
stream tasks, and it is referred to be kernel function k(sdi, µj)
as given in the equation 8.

k(sdi, µj) = ∥sdi − µ− j∥2 (8)

Then, the resultant value of the KFD process recognizes
the shortest distance between the data stream task dsi and
the mean of classes µj as given in equation 9. The argmin
signifies the minor capability contention for the classification,
and the base distance determines the higher closeness among
the mean of the class and data stream task. This implies that
handling particular data streams improves predictive schedul-
ing accuracy with less asset usage.

f(x) = argmin∥(sdi, µj)∥2 (9)
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The algorithm for the entire process of feature selection,
scheduling and classification is given here.
Input: Number of data stream task ds1, ds2, ds3, ....dsn, pro-

cessing units p1, p2, p3, . . . ..pn, Feature set F
Output: Scheduling of data stream task with low asset and

high classification performance
Feature Selection:

1: ρ = argmin(∥y − αF∥2 + L2∥α∥2 + L1∥α∥1)
2: for each F w.r.t to ρ where ρ > 0.5 do
3: calculate cput,mu,Ec, bwu

4: end for
Scheduling and Classification:

5: Initialize the classes Cj

6: Frame the Discriminant function df = σb/σw =
(wsr(b)d)/(wsb(b)d)

7: Define mean of classes µj

8: for each data stream dsi do
9: for each µ of the class µj do

10: Calculate the similarity k(sdi, µj) = ∥sdi − µ− j∥2
11: Notice minimum distance f(x) =

argmin∥(sdi, µj)∥2
12: Predict the best efficient resource pi on f(x) for dsi
13: Use Map - Reduce for classification
14: end for
15: end for
16: return

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

The significance of the proposed system Elastic-Net reg-
ularization + Kernelized Fisher Discriminant + Map Re-
duce Classification is validated using the Human Activity
and Postural Transition (HAPT) dataset. The dataset was
recorded with a group of 30 volunteers aged 19-48 years.
They performed six different activities categorized into static
and dynamic activities. Static activities are simple, whereas
dynamic activities are little-bit complex (referred to as move-
ment). The experimentation also includes postural transitions,
an intermediate action between the dynamic activity. Twelve
activities were grouped and given with the target class labels
such as 1-standing, 2-sitting, 3lying, 4-walking downstairs, 5-
walking upstairs, 6-walking, 7-stand-to-sit, 8-sit-to-stand, 9-
sit-to-lie, 10-lie-to-sit, 11-stand-to-lie, and 12-lie-to-stand. The
participants wore a Samsung Galaxy S II smartphone on the
waist during experimentation. The dataset captures tri-axial
linear acceleration and angular velocity at a constant rate of
50Hz. The signals were pre-processed by a noise filter and
sampled into a fixed-width sliding window of 2.56sec and 50%
overlap (128 recordings/window). Each window contains 128
readings/windows representing nine recordings axes (9*128).
For each window, 561 features of 12 different classes will be
generated, which has been considered here for experimentation
purposes. A total of 10929 tuples have been generated from
the HAPT Dataset, in which 70% is used for training, and the
remaining 30% is used for testing.

The experimentation has been carried out against state-of-
the-art systems such as deadline-aware scheduling (DAS) [21],

Scheduling optimization (SO) [25], E-stream [16] and Predic-
tive scheduling framework (PSF) [14]. The Performance of
the proposed system has been analyzed using the performance
metrics such as RAPSE, FPR on predictive analytics, ST, and
MC of N number of data stream tasks dsi. The data stream
tasks refer to tuples in the HAPT dataset. For instance, 500
tasks refer to 500 tuples taken from the test instance and
the like. The data tasks have been varied from 200 to 3500
tasks for experimentation purposes. The experimentation has
been carried out in multiple Virtual machines of a system for
scheduling tasks to the local VMs.

A. Resource Aware Predictive Scheduling Efficiency (RAPSE)

RAPSE is a number of data stream tasks dsN scheduled to
Resource aware Optimized Processing Unit RAOPUi, which
is represented in the equation 10.

RAPSE = RAOPUi/dsN ∗ 100 (10)

Fig. 2. Resource aware scheduling efficiency (%) of the proposed system
with state-of-the-art systems

Figure 2 illustrates the performance of the proposed system
with the state-of-the-art systems on resource-aware scheduling
efficiency. Increase in the number of data tasks from 200 to
3500, the graph has a linear trend in the saturation level and
saturates for many data tasks. On comparing the efficiency,
the proposed system attains a better efficiency rate in all
data tasks than the state-of-the-art systems. The resource-
aware scheduling efficiency using the proposed system has
shown better trends due to the application of Elastic-Net
kernelized + Fisher discriminant + Map Reduce classification
algorithm. The proposed system has a 10% to 12% variance
and improvement in resource-aware scheduling efficiency than
the other systems.

B. False Positive Rate (FPR)

FPR is the ratio of a number of incorrectly scheduled
tasks RAPUIncorrect to the number of data tasks as given
in the equation 11. Lower the FPR ensures the competency
of the technique. The term RAPUIncorrect has also been
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determined using the incorrectly classified instance of the fea-
ture set concerning the class in the Map-Reduce classification
process.

FPR = RAOPUincorrect/N ∗ 100 (11)

Fig. 3. Performance of proposed system as False Positive Rate (%)against
state-of-the-art systems

Figure 3 illustrates the efficiency of the FPR of the pro-
posed system with state-of-the-art systems. The number of
data stream tasks increases the FPR of all the systems. On
comparing, the proposed system has less FPR than the other
state-of-the-art systems such as DAS [21], SO [25], E-stream
[16] and PSF [14]. Moreover, the proposed system attains
the very least FPR of 2% to 6%, which is meager in good
classification performance. This proves the efficiency of using
the Fisher Discriminant process for scheduling and the Map-
reduce process for classification. On average, the proposed
system differs from 3% to 5% in the FPR with the other
systems.

C. Scheduling Time (ST)

ST is the time utilized in scheduling the resources for the
N number of data streams dsN , and it is calculated using
the equation 12, where Time[RAPS] is the time lasted for
scheduled data tasks in milliseconds (ms).

ST = dsN ∗ Time[RAPS] (12)

Figure 4 illustrates the Performance of the proposed system
in terms of scheduling time (ST) against the state-of-the-
art systems. On comparing the Performance of scheduling
time from Figure 4, it is evident that the proposed system
consumes less time in allocating the resources to the system.
The variation in the trend of the proposed system depicts
the efficiency of the proposed system with the state-of-the-art
systems DAS [21], SO [25], E-stream [16] and PSF [14]. The
Performance in scheduling time has improved mainly due to
the feature selection by the Elastic-net regularization process.
On average, the proposed system has 8% less scheduling time
than the other systems.

Fig. 4. Performance of proposed system in terms of Scheduling Time against
state-of-the-art systems

D. Memory Utilization (MU)

MU is the memory utilized to schedule a resource for a sin-
gle data stream task dsi. It is formulated as given in equation
13, where space[RAPS] is for a single data in a resource-aware
manner and calculated in terms of Kilobytes(Kb).

MU = dsi ∗N ∗ Space[RAPS] (13)

Fig. 5. Performance of the proposed system in terms of Memory consumption
against state-of-the-art systems

Figure 5 illustrates the memory consumption of the pro-
posed system for various data stream tasks. With the expan-
sion in the number of data streams, the memory utilization
consumes more memory because of the expansion in the size
of information errands. However, Figure 5 clearly shows that
the proposed system has a decrease in linear difference with
the state-of-the-art systems such as DAS [21], SO [25], E-
stream [16] and PSF [14]. Though the other systems have
a sudden rise in memory consumption, the proposed system
has a linear increase in memory consumption on the rise in
the count of data tasks. On average, the proposed system has
taken 8% memory less than the other state-of-the-art systems
due to using the LASSO technique with penalty functions.



2022 IEEE International Conference on Knowledge Engineering and Communication Systems (ICKES)

V. CONCLUSION

This paper presents a hybrid algorithm Elastic-Net regular-
ization + Kernelized Fisher Discriminate + Map Reduce Clas-
sification strategy to classify a high volume of data streams in
a predictive scheduled process. The Elastic-Net regularization
process selects essential and relevant features to guarantee
predictive scheduling efficiency at a low cost. Moreover,
certain necessary performance measures also included features
by the Elastic-net regularization process. The performance
measures and the best-selected features are then used to predict
the best computing process for scheduling by a Kernelized
Fisher Discriminant process. Finally, the Map-reduce classifier
classifies all the instances at its reduce phase on the scheduled
processor. For experimentation, the smartphone-based human
activity and postural transition (HAPT) dataset has been used
with a large volume of data on a local virtual machine
for scheduling. Experimentation results are validated using
Resource Aware Predictive Scheduling Efficiency (RAPSE),
False Positive Rate (FPR), Scheduling Time (ST), and Memory
Utilization (MU). Results are signified by comparing with
state-of-the-art systems such as deadline-aware scheduling
(DAS), Scheduling optimization (SO), E-stream, and Predic-
tive scheduling framework (PSF). In the future, the heteroge-
neous multi-variate model will be implemented for the human
activity recognition task.
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the person. Hourly Journal is developed as a mobile application to encourage user to think it as a
pocket journal, where they will be prompted to note each hour and later reflect back on their day,
week or month. With additional capabilities of Cloud Computing, these journals are backed up in
Cloud and readily available to the individual on the go [1]. Hourly Journal also provides multi device
support for those who uses more than one device in their day to day life. Everything is synced using
an Authentication mechanism, thus keeping their journal safe and secure.
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I. Introduction
According to the Centres for Disease Control and Prevention (CDC) Reliable Source, BC is the
most common malignancy among women. Numerous factors contribute to the wide variation of BC
survival rates. The type of cancer a woman is diagnosed with, as well as its progression at the time
of diagnosis, are two of the most important factors. BC occurs when abnormal cells grow in the
breast. BC usually starts in one of two places: the lobules or the ducts. Adipose tissue and fibrous
connective tissue in your breasts are both possible cancer locations. Unchecked cancer cells may
spread to the lymph nodes and muscles of the chest wall. BC occurs when cells in the breast grow
abnormally and subsequently metastasize (spread to other areas of the body) at a rate comparable
to Meta Size, according to medical authorities. That is why it is critical to detect and stop the growth
of these aberrant cells as soon as possible to avoid the repercussions of the next phase. When a
tumor is suspected, a doctor will first establish if it is benign or malignant. This is because each type
of tumor requires a unique technique to deal with and avoid. While benign cells cannot become
malignant and spread to other organs, malignant cells can. Cancer is a severe public health
problem because there is currently no viable early detection technology that can assist patients to
begin therapy sooner rather than later to slow the spread of malignant cells and tumor. Most
diseases can be healed with the correct amount of human involvement if detected early. In most
situations, sickness lies undiscovered for a long time before being recognized as chronic. Mortality
rates are rising, as a result, throughout the world. BC is one of the diseases that can be cured if
diagnosed early before it has spread to distant organs. As a result, in the absence of prognosis
models, practitioners have a more difficult time devising a treatment approach that could potentially
enhance a patient's lifespan. As a result, it requires time and effort to create a strategy that
produces minimum mistakes while still maximizing precision. Because conventional BC detection
procedures such as mammography, ultrasound, and biopsy are time-consuming, a computerized
diagnostic system based on ML was necessary. This method employs algorithms that accelerate
and improve cell detection and tumor categorization.
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Abstract:
Autonomous mobile robots have been employed successfully for a variety of purposes throughout the past decade.
Self-balancing robots (SBR) have recently received increasing attention and demonstrated outstanding performance.
Several scenarios, such as robotics weaponry, inverted pendulums, bicycles, and rocket launchers, make substantial
use of the mechanics of the two-wheeled self-balancing robot (TWSBR). This structure will stay unstable if a
trustworthy means of control is not implemented. The dynamic structure of TWSBR exhibits extremely nonlinear
behaviour. The primary goal of this study is to stabilize the TWSBR by transferring the signal from the controller's
output to the robot's chassis. The TWSBR mathematical model is first derived using Newton's principles. Second, a
Model Predictive Controller (MPC) is developed and put into place to ensure that the TWSBR remains stable even in
the presence of external disturbance. Finally, the performance of MPC is evaluated on TWSBR in self-balancing
against that of a traditional Proportional Integral Derivative (PID) controller. The optimal controller for TWSBR control is
then identified and put into practice in real-time.
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I. Introduction
A gadget that works on the idea of an inverted pendulum is known as an SBR. Its upright body
pivots on two wheels, giving it the appearance of swinging back and forth. the system is incapable
of being balanced and will continue to fall off if a suitable control technique is not implemented.
Because of this, the system is intrinsically unstable, and the fact that it is nonlinear makes it difficult
to manage. Consequently, the field of control engineering is faced with a challenging problem as a
result [1]. As a prototypical illustration of a nonlinear control problem, the SBR system is an
unstable, high-order, multivariable, tightly coupled, and underactuated system It also has several
variables. The well-established benchmark challenge is to assess certain control theories or a
standard solution for an SBR system; as a result, new theories are being pushed forward. SBR has
a design that is comparable to that of a missile or rocket launcher. This is because the centre of
gravity of these robots is situated behind the centre of drag, which results in aerodynamic instability.
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Abstract:
Better detection and avoidance of intrusions solutions are in high demand because of the worldwide upsurge in hacking
on computer networks. New technologies like fog computing, cloud computing, and the Internet of Things have
dramatically increased the potential for cyberattacks and other forms of cyber risk. These attacks can compromise
computer network infrastructures, web services, and social media platforms, resulting in economic and reputation loss.
Because of its usefulness in detecting and halting malicious actions, intrusion detection systems (IDS) play a crucial
part in network defence mechanisms. In this study, a hybrid Deep Learning (DL) network was used to identify the
cyberattack. This effort began with the collection and processing of cyber-attack data from the NSL-KDD. Convolutional
Neural Networks (CNNs), Bidirectional Long Short-Term Memory (Bi-LS TMs), and hybrid CNN+Bi-LSTMs are the DL
models trained with 80% of processed data. The remaining 20% of the data is used for testing the models after they
have been trained. Both positive and negative metrics are used to assess the results of the testing phase. When
compared to other networks, the recommended CNN+Bi-LSTM model achieves the highest score for positive metrics
and the lowest score for negative metrics.
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I. Introduction
Both political and commercial players have increased their use of advanced cyber-attack to destroy,
interrupt, or suppress information content. When developing network protocols, it is critical to
ensure that they will withstand attacks from even highly sophisticated adversaries capable of taking
over a small fraction of nodes. The controlled party can launch both passive and offensive attacks.
Identifying intrusions into a computer system or network entails constantly monitoring what is going
on behind the scenes, analysing data for signs of an assault, and preventing it if required.
Automated data gathering from several system and network sources, followed by security defect
analysis, is a frequent way for accomplishing this goal.
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