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s v s = the
Recognizing patterns associated with particular events enables the detection of specxﬁc critical changes 1 the events. Due 10

resource constraints inherent in WSNs, pattern recognition is highly dependent on the comple{dW b compRAEE i
number of iterations, and the requirements for node training. Iterative learning is frequen dy usch\ll u&c?r;gputer-bass :;;:‘fl:f:
vision. As a result, these method i ict with fectly alright architectur o e ISR e BRI :

s are in conflict with the pertectly gh ts in WSN. Using the

Optimal Cellular Microscopic Pattern Recognizer (OCMPR), enables the detection of macroscale even ?
distributed system computational resources of WSNs, the approach reduces calculations for conserving energy and improves
recognition. The method generates promising results by combining a well-known optimization Fe.chmque’(ﬂ'l_e genetic
algorithm) with CMPR. This approach addresses the resource-constrained WSN’s real-time mission-critical application needs.
Global and quick recognition is achieved by dispersing processing over a I

communication. The results demonstrate the suggested scheme’s versatility.

etwork’s nodes, allowing for loosely connected

1. Introduction rapid recognition is achieved with minimal computational

overhead thanks to the proposed scheme’s distributed com-
To detect a single or a group of related events, a network anal- putation and Joosely coupled communication. This method
yses sensory data. Consider structural health monitoring.  solves optimization problems using a genetic algorithm {sl.
Install a WSN on the Golden Gate Bridge to collect and ana- WSNs collect environmental data through the use of

lyse vibrations. The same field uses multiscale WSN to detect thresholds, statistics, syntactical and associative memories,
SHM damage [1]. Another researcher used sensor networks and graph neurons. Threshold-based pattern recognition is
to monitor and detect elderly behaviour. These apps must be the most basic and widely used WSN pattern recognition

able to detect and report accurately in noisy environments technique. These sensors have a single threshold or a set of
2] ) ent-related patterns to detect events. WSN thresholds. The desired pattern is discovered when a sensor’s
on is resource intensive due to computation  reading reaches a threshold. Chen et al. [6] created a model
0de training. Computers usually  that calculates thresholds based on average sensor signal
. These methods clash with the measurements. An alarm is triggered in the event of a
ecture [3]. threshold violation. The node transmits a DETECT signal
ptimal Cellular Microscopic ~ to the base station. Simple, light-weight thresholds may
‘as a novel computational  exist. These techniques are ineffective against noisy patterns
WSNs. [4]. Global and and may result in false alarms [7].
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ABSTRACT

Emotion recognition based on biological signals from the brain necessitates
sophisticated signal processing and feature extraction techniques. The major purpose
of this research is to use the enhanced BiLSTM (E-BiLSTM) approach to improve the
effectiveness of emotion identification utilizing brain signals. The approach detects
brain activity that has distinct characteristics that vary from person to person. This
experiment uses an emotional EEG dataset that is publicly available on Kaggle.
The data was collected using an EEG headband with four sensors (AF7, AFS8, TP9,
TP10), and three possible states were identified, including neutral, positive, and
negative, based on cognitive behavioral studies. A big dataset is generated using
statistical brainwave extraction of alpha, beta, theta, delta, and gamma, which is then
scaled down to smaller datasets using the PCA feature selection technique. Overall
accuracy was around 98.12%, which is higher than the present state of the art.

DOI: 10.4018/978-1-6684-3843-5.ch005
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Enhanced BiLSTM Model for EEG Emotional Data Analysis
1. INTRODUCTION

Human emotions are vital in daily life and influence daily activities (Bos, 2006).
The goal of affective computing is to create an emotional model that can monitor
and interface with human emotional states. The subjective nature of a person’s inner
emotions is based on feelings, and experiences, both internal and external to the
individual (Alarcao & Fonseca, 2019). Toname a few, voice, facial, and physiological
signals can all be used to detect and evaluate emotional states. The subject might
disregard or falsify their mood states, which can lead to erroneous choices, according
to the defects of the speech and facial approach. These shortcomings have been
overcome by analyzing using physiological signals (Liu et al., 2010). The use of
electroencephalogram (EEG) to detect emotions is quickly rising due to factors
such as no interference with brain signals and the availability of numerous portable
data-gathering equipment. This has allowed for the development of medicinal and
non-medicinal applications (Molina et al., 2009).

The importance of EEG has been vastly exaggerated over time, and it is far from
a panacea for brain activity. It can be detected if someone is awake, asleep, brain
dead, suffering a seizure, and a few other things clinically. The EEG is the sum of
all electrical stimulation on the surface of the brain. Because this action must pass
through layers of soft tissue, bone, and skin, the data is naturally noisy.EEG data
is collected using a standard setup of 20 electrodes spread across the scalp. The
letter in each lead denotes which section of the brain it is closest to (Temporal,
Frontal, Parietal, and so on), with odd numbers and even numbers on the left and
right respectively. In the clinic, usually consider the potential difference between
pairs of electrodes rather than the electrical potentials at each electrode. This allows
deducing what the brain is doing in that location by looking at the electrical field
in the brain region between these two places. When any two electrodes are chosen
and it generates 20 factorial distinct potential differences, not all of them will be
beneficial.

AsMontages, the arrangement of selecting pairs of electrodes to compare potential
differences. There are several other montage systems, but the 10-20 system is the
most prevalent. Looking at the firing rate is where the EEG data gets fascinating.
The neuronal activity begins to synchronize in quite amazing ways with specific
medical illnesses and mental states. This activity’s firing rate is measured in Hz
and divided into bands:

Delta (<4Hz) Continuous attention activities, slow-wave sleep
Theta (4-7Hz) Repression of evoked responses, drowsiness
Alpha (8-15Hz) Closed eyelids, relaxed

Beta (16-31Hz) Active thinking, concentration, and vigilance
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ABSTRACT

Real-time tracing and alerting system for vehicles and children is mandatory to trace and communicate the
collected information at regular intervals to ensure the safety and security of children. The pratotype of the
real-time tracing and alerting system consists of two units: a tracker unit that traces the location information,
transmits it to a central monitoring station, stores the information in the database and uses these data to
locate the position of the vehicle with Google Maps. The second unit is an alerting unit which tracks the
students using active radio frequency identification devices (RFID) which will be placed on student ID cards. A
radio wave trans-receiver transmits a commen radio wave which is received by the RFID in the ID card. This
radio wave is modified by the RFID's coil and resent to the receiver. RFID tags are also used for attendance
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transmits it to a central monitoring station, stores the information in the database and uses these data to
locate the position of the vehicle with Google Maps. The second unit is an alerting unit which tracks the
students using active radio frequency identification devices (RFID) which will be placed on student ID cards. A
radio wave trans-receiver transmits a commen radio wave which is received by the RFID in the ID card. This
radio wave is modified by the RFID's coil and resent to the receiver. RFID tags are also used for attendance
which is updated directly to the database and displays the other student information.
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ABSTRACT

Blockchains are shared, immutable ledgers for recording the history of transactions. They substitute a
new generation of transactional applications that establish trust, accountability, and transparency. It
enables contract partners to secure a deal without involving a trusted third party. The internet of things
(10T) is rapidly changing our society to a world where every “thing” is connected to the internet, mak-
ing computing pervasive like never before. It is increasingly becoming a ubiquitous computing service,
requiring huge volumes of data storage and processing. The stable growth of the internet of things (1oT)
and the blockchain technology popularized by cryptocurrencies has led to efforts to change the central-
ized nature of the loT. Adapting the blockchain technology for use in the IoT is one such efforts. This
chapter focuses on blockchain-1oT research directions and to provide an overview of the importance of
blockchain-based solutions for cloud data manipulation in IoT.
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Current Trends in Integrating the Blockchain With Cloud-Based Internet of Things

I INTRODUCTION

IoT is a network system in both wired and wireless connection that consists of many software and hard-
ware entities such as manufacturing management, energy management, agriculture irrigation, electronic
commerce, logistic management, medical and healthcare system, aerospace survey, building and home
automation, infrastructure management, large scale deployments and transportation.

There is a need of an advanced prototype for security, which considers the security issues from a
holistic perspective comprising the advanced users and their intercommunication with this technology.
Internet is primary of IoT hence there can be security loophole. Intercommunication paradigms are
developed based on sensing programming for IoT applications, evolving an intercommunication stack
to develop the required efficiency and reliability. Securing intercommunication is a crucial issue for all
the paradigms that are developing based on sensing programming for IoT applications (Choudhury et
al., 2017). Data generated by the IoT devices is massive and therefore, traditional data collection, stor-
age, and processing techniques may not work at this scale. Furthermore, the sheer amount of data can
also be used for patterns, behaviors, predictions, and assessment. Additionally, the heterogeneity of the
data generated by IoT creates another front for the current data processing mechanisms. Therefore, to
harness the value of the IoT-generated data, new mechanisms are needed. If we provide good solution
which insures about security of the cloud storage system and communication between IoT device and
cloud, then there is no problem to accept cloud storage to store IoT data.

Figure 1. lllustration of Cloud based loT

Wireless
Network
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Summary

The beginning of Industrial Revolution in late 1700s manifested a revolving fact in the
history of humans: a phase for effective and increasing human beings/machinery
interactions. In the coming decades, there were many more inventions followed, which gave
rise to an increasing sense of interest and a need for imagination. Several areas of human
capacity development were addressed. These are (i) neurotechnology, (ii) nootropics, (iii)
genetic engineering, and (iv) brain-computer interfaces, ordered by increasing the possibility
of implementation in the global economy. Brain-machine interface (BMI) utilizes existing
neuroscience and engineering expertise to enable voluntary, thought-oriented control of
external machines. This study underlines the increasing ability of BMI and BMI technologies
to be introduced into our sector. The study also shows the limitations needed to push BMI
technology out of infancy and incorporate it into artificial intelligence.
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Abstract—Most of us have spent what seemed like forever in a retail store, waiting for the
person in front of us in the queue to bill a large number of items, when we just needed a single
item to be purchased. Long lines at the cashier counters can cause people to wait for a
significant amount of time, before they can pay for their products, and leave, regardless of the
number of items being purchased. We feel that this can be changed, and our idea is to
automate the check-out process, enabling automatic payment, striving towards a new-age
digital shopping experience. We propose to do this by using a smart phone application that
allows the user to scan the products he or she wishes to purchase, generate the bill for all the
products scanned, make the payment and simply walk out of the store. This process will ensure
easy customer, inventory management and finance handling, making both management and
customer happy. This application will help avoid long queues and provide a hassle free checkout.
It will not only reduce the amount of waiting time, but it will also reduce or eliminate the need
for a cashier. In addition to this, in accordance to today’s trend of e-transactions, the entire
process will be free of any hard cash.

Index Terms— PayU, Firebase , Smart Shopping, Intelligent Shopping Cart, Digital Cart.

|. INTRODUCTION

Today, Smart phones have become an important asset to us, without which our life would be incomplete. When
it comes to shopping, our smart phones are not used as much as booking cabs, movies, buses etc. It is of a great
concern, especially in metropolitan cities, where these shopping will be very time consuming as there will be
long queues for the payment of bill. The main aim of this system is that the whole system will provide you a way
for queue-less shopping and online payment with inventory management. The shopping is usually the most time
consuming and provides us our daily essentials, so this system enables you to keep this asset at your fingertips
using only your smart phones. Shopping means to feel comfort and ease the steps involved in it. There are
various factors to keep in mind when it comes to traditional way of shopping such as products search, billing and
payment. In today's world smart phones has become an important asset to us, without which our life would be
incomplete. But, when it comes to the shopping our smart phones are not used as much as booking cabs, movies,
buses etc. It is of a great concern, especially in metropolitan cities, where these shopping will be very time
consuming as there will be long queues for the payment of bill. It is important that you take steps to eliminate the
queues in the shopping. Think for a moment just how much more of a hassle it would be to do all of the payment
of the bill in one place which will be on first come first serve basis. The main aim of this system is that the whole
system will provide you a way for queue-less shopping and online payment with inventory management. The
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shopping is usually the most time consuming and provides us our daily essentials, so this system enables you to
keep this asset at your fingertips using only your smart phones.

It is important that you take steps to eliminate the queues in the shopping. Think for a moment just how much
more of a hassle it would be to do all of the payment of the bill in one place which will be on first come first
serve basis. If someone in front of you has two trolley of products and you have only a single product you need
you have to wait until the customer before you has completed his payment process. It would be very time
consuming and it would quickly become frustrating. Even though you have a single product, it will still be a
massive hassle. Overall, it’s a hassle that no one should have to deal with. By having the right application to save
your time that will be possible. When you have the android application for queue-less shopping it can provide
you with more peace of mind, as you will not have to worry so much about how much time it will consume for
the bill payment. You know you have the technology to keep it easier and faster to provide you a seamless
shopping experience. An android application is developed to provide an interactive environment and enhance the
shopping experience. The android application will provide a way for the inventory management and easy
selection of the products.

Il. LITERATURE SURVEY

To improve the In-stores customers shopping, Terblanche [1] proposed a android application which provides the
customers comfort, efficient, and convenient shopping experience. The proposed work developed an Android
mobile application that uses the phone camera to capture the product's barcode label and also price labels. By
using this mobile application, customers and stores both gain improvement. Store's shopper gets full product
information immediately and correctly in a convenient and fast way by only scanning the product's barcode then
it can translate this information into several languages. Also, this project serves customer shopping experience in
calculating the total cost of their purchases while they are shopping in any store and in any gallery by only
capturing the written prices' labels.

Rawabi [2] et al developed a smart app which mainly focuses on navigation to the item's location and automatic
billing of the products that the user has purchased. An RFID reader was used to scan the products. Jagdish
Pimple[3] et al proposed a Digital Cart which uses the Barcode scanners, LCD display, Keypad and Wi-Fi
module to sends the data wirelessly to the main server. It have product details which the customers scans the
products on screen in the display connected to Arduino which was situated in Digital Cart. The cart interfaces
with the main server and it will have the facility to generate the bill for all products added into the cart.

Zlatko Bezhovski [4] identifed a basic optimization scheme to design shopping guide system run on smart
phones, with the help of QR code generation and recognition technology. For proficient shopping system,
exclusive QR codes are produced to record the article name, number, location, detailing of goods placed .Smart
phone reads the QR Code through the camera. REST protocols are used to scan QR codes to complete end to end
business process flow execution to complete task at hand. Multiplexing and DE multiplexing algorithm for
recognizes QR code image using smart phones. Special Symbols were scanned at receiving end and image was
recognized. The image was DE multiplexed to its original QR code pattern with three part Data in each QR code
pattern were concatenated back to form the original information message. QR filtering method is used to get the
information which is hidden inside the QR code securely. The concept of OTP was also used for security using
QR code.

Bhasha Chaure [5] presented a new concept called “SMART SHOPPING TROLLEY™” has which consists of
Raspberry pi that follows the customer while purchasing the items and ultrasonic sensor maintains the safe
distance between the customer and itself. When a person drops any products into the trolley, its bar code will be
detected and the price of those products will be displayed. As the scanned products were dropped the cost will
get added to the total bill. Thus the billing will be done in the trolley itself. By using this trolley, customer can
buy large number of products in a lesser time with less efforts

Rajesh kumar Megalinagam [6] author proposed a system that replaces barcode technology with RFID
technology as it does not require perfect line of sight to eliminate long queues. Every customer was given a
unique RFID card by paying some amount and the customer’s account will be created in an android application
through which customers can check their wallet balance. At the end of shopping the finalbill is transmitted to the
billing section through zigbee communication and the net amount will be automatically deducted from the
customer’s prepaid balance. The proposed model was based on raspberry pi processor and uses RFID reader and
tags for simultaneous billing, thus solves the problem of long queues.
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I1l. PROPOSED SYSTEM

The Smart shopping application is used to provide seamless shopping experience. The Android application is
connected to the firebase server where the product descriptions are stored. After the barcode is scanned the
product will be retrieved from the firebase server. After adding all the products the bill will be generated. The
Payusdk is used for the payment of the bill. The application will generate a hash value which will be used by the
payu server for the payment process. After the payment is done the successful payments will be added to the
checkout list where the products can be collected by the customer. The manager of the super market can manage
the inventory and can view all the orders of the customers. They can add, remove and stock the products in the
super market.

Despite the various technologies that have been introduced in providing a seamless shopping experience they
require changes in the trolley. These smart trolleys provide a smart way but it requires additional cost as each
trolley will have to be changed and they will be complex to use for the new customers. A separate billing system
will be made for these smart trolleys rather than common method. It will be heavy for the customer to carry
around the super market. The proposed smart system in this project is designed to scan the products and pay the
bills through the smart phones which is owned by the customer. This system does not requires any additional
cost for its implementation.

The system has three main units. The first is a user unit which is used by the customers. This unit consists of a
login page and the products page. The customer will login to the application using the login page. After
successful login the products page will be shown. The products page is used to scan the products which the
customer needs to buy. The camera of the smart phone is used to scan the products. The products description will
be retrieved from the firebase server. The scanned products will be added to the products lists and the customer
can generate the bill for the products. The payment unit is used for the payment of the bill. The payusdk is
integrated with the application which will be used by the customers for the payment process. The application
will generate a hash value for the products chosen by the customer and that hash will be used by the payu server
for the payment of the bills. After successful payment the bill will be added to the checkout list where it can be
collected by the customer. The admin unit is used for the inventory management and they can be used to add,
remove and stock the products of the super market. The admin can also view the checkout products by all the
customer of the super market.
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Figure 1. System Architecture for In Store Shopping System

Figure 1, shows the System Architecture of In Store Shopping System. This system is divided into three
modules:

1. Shopping Module
2. Payment Module
3. Admin Module
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The System Starts with Sign In page as every new customer signs into the application. User uses the same
credentials to log into the application. Adding item into the cart can be done in two ways 1. Add Manually with
Product ID 2. Scans the Product to add to cart. Once the user adds an item into the cart quantity of the item
needs to be entered. These products are stored in the database. Each products assigned with the price. Admin has
privilege to manipulate the products. Bill will be auto incremented based on the quantity of the items added.
Payment is done through card and Net Banking. Payment phase is initiated by entering the required credentials.
Payment is carried over by PayU module.Admin has special privilege to introduce new items into the market and
in the application. Admin allocates price to products and also manages the inventory of the products.

N — Gaman)
(=[] —>-T — -

Figure 2, illustrates the process of the shopping application. Initially, customer signs into the application with the
Email ID and a Password. Password must have atleast six characters. The Credentials are verified on clicking the
register Button. Same credentials are used to log onto the application. Admin has the privilege to add items
available in the store and assigns the price to the added items. Customer chooses the items to the cart. This can
be done in two ways. One can add item into cart by entering the product ID. Other way is by scanning the QR
code of the product. Once the products are added quantity of the respective products are chosen and total amount
will be autoincremented as products gets added into the cart.

Figure 2. Shopping Illustration
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Figure 3. Use case diagram for In-store Shopping
Figure 3, represents the user interaction with the system. Initially User Signup into the application to create an
account. Admin has access to all the activities in the system. The user scans the product and add the item to cart.
Once all the items were added payment system is processed through Paypal.

IV. RESULT AND DISCUSSION

Our Smart shopping application is used to provide seamless shopping experience. Results are shown below for
the application. Initially our application begins with shopping module. Furthermore if the customer has finished
shopping payment phase is initiated.
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Figure 4. Login and Payment phase of the application

V. CONCLUSIONS

Few supermarkets have digital presence enabling online purchase of items but do not have applications for
various instore interactions. Almost everybody owns a smart-phone with a camera which is all that is required to
perform the software automation that we propose. In exchange, the speed of shopping and the convenience that
the customer gets is immense. This leads to a win-win situation where the customer is happy to come back for
the convenience that this system provides, and the management is happy with the customer retention they get.
Additionally, the scope of the idea is immense, when used in conjunction with prediction algorithms. By keeping
track of the data that the application produces, stores can use data-mining to customize the entire shopping
experience to each and every individual, by means of showing the customer personalized messages based on
their buying patterns. Also, it could use prediction to prompt the user to what he or she might have forgotten to
purchase in the visit to the store.

Our future works are aimed at incorporating the following features into the application. A customized user
interface will be provided to the app with artistic features. The app will be extended to make it compatible to
serve a large number of users. In order to make the app more productive, hosting it on cloud platforms will be
investigated. The app will be designed to suggest personalized offers and discounts to users based on customer
shopping patterns. The app will provide more details about the items like product life history, nutritional values,
items often bought together etc.
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Abstract—Analyzing big stream data is a significant task for
real-time high-voluminous data. Various research works have
evolved to analyze those big stream data. However, state-of-the-
art systems have certain limitations, such as scheduling time
(ST), resource-aware predictive scheduling efficiency (RAPSE),
memory consumption (MC), False positive rate (FPR), etc. This
paper proposes a hybrid algorithm for predictive resource-aware
scheduling to address the issues. The algorithm integrates Elastic-
net regularization with Kernelized Fisher Discriminant (KDF)
and Map Reduce classification process for a case study on a high
volume of human activity recognition dataset. The Elastic-net
regularization process selects significant features from the dataset
and adds certain performance measures for efficient scheduling
by the KFD process. The Map Reduce classifier classifies the data
streams assigned to a respective processor by the KFD to achieve
a low False positive rate. Experimentation has been validated with
state-of-the-art systems using standard challenges RAPSE, MC,
FPR, and ST. Results have also proven that the proposed system
has certain merits in implementation over the other state-of-the-
art systems in real-time human activity recognition.

Index Terms—Kernelized Fisher Discriminant, Map Reduce
Classification, Elastic-Net Regularization, Human Activity Recog-
nition, Resource aware predictive scheduling efficiency.

I. INTRODUCTION

Data has increased in the last two decades due to tech-
nical and technological advancements. Mining exciting and
valuable insights from the generated data are challenging for
research and industries. Technological advancements such as
the Internet of Things (IoT) and smartness in all fields (Smart
devices) make the process more robust and promote the growth
of BigData [1]. In this era, all the research organizations
and industries have a demand to implement more real-time
processing algorithms to process those high volumes of contin-
uous data [2]. It has evolved into a wide range of applications
such as healthcare, trading, human activity recognition, etc.
[3]. For instance, the human activity recognition (HAR) task
identifies the person’s activity in his/her smart home through
ambient, vision systems, or wearable devices/ sensors [4].
The wearable device/ sensor generates tri-axial data for an
accelerometer, gyroscope, and magnetometer to a total of 9-

978-1-6654-5637-1/22/$31.00 © 2022 IEEE

Tamil Nadu, India
gvc@vcet.ac.in

Tamil Nadu, India
rlit@tce.edu

axis, and using those data. The activity has to be identified
immediately at a shorter response time. The traditional process
fails to recognize the events if the data is collected parallel
from multiple sources, say two or three subjects. As the
data involves human subjects, response and reporting actions
constitute a significant concern, leading to severe mortality
in the case of accidents such as falls [5]. To address the
multi-source heterogeneous real-time data stream, computing
evolves into the research [6]. Data stream computing has the
facility for processing scalable data in a fast and fluctuating
environment over time and unbounded space. Earlier, parallel/
distributed processing environments gained more attraction,
dividing the task into pieces and processing them in paral-
lel. However, those processes are not suitable for real-time
processes such as HAR as they mainly rely on real-time
static batch data processing. Several frameworks have also
been incepted, such as [7]-[10]. However, their use cases are
heterogeneous, simple, and different and need to be adaptable
for the real-time activity recognition process.

This paper has modeled the proposed system as a directed
acyclic graph (DAG) for data stream processing. Each vertex
of the DAG refers to a processing unit (PU), and the edge
indicates the data flow from one PU to another PU. The
big data stream process handles an unbounded data stream
of tuples and recognizes the activity in the shortest response
time with a reasonable recognition rate. While handling the
unbounded data stream, there may be specific latency, such
as process and transfer latency between (PUs). The accurate
modeling of the data stream and prediction of those latencies,
also known as predictive scheduling accuracy, is a challenging
task for the multi-source data stream that needs improvement.

Thus, to model a significant data stream process with high
predictive scheduling time, accuracy, and memory consump-
tion, this paper proposes a hybrid algorithm that integrates
Elastic-net Regularization + Kernelized Fisher Discriminant
process with Map reduce classification system.

The proposed system has the following three-fold contribu-
tions

« Elastic-net regularization - A regression-based method to
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correlate the relationship between the features and the
target class accurately for feature selection.

o Regularization method - To reduce the overfitting of the
classification model using the LASSO model.

o Map Reduce classification model - A classification model
to reduce the scheduling time by utilizing the minimum
resources.

Experimentation has been carried out using the human activity
recognition dataset (HAR) from the UCI repository [11] for
validating the resource-aware predictive scheduling efficiency
(RAPSE), scheduling time (ST), False positive rate (FPR) of
classification, and memory consumption (MC). The remaining
section of the paper is organized as follows. Section 2 briefs
the related work on big data stream computing for the human
activity recognition process. Section 3 deals with the proposed
hybrid algorithm, Section 4 details the experimental results and
discussions, and Section 5 conclude the paper.

II. RELATED WORKS

In the last decade, various big data stream computing
has been proposed, as discussed in the review paper [12].
Further, the methods, challenges, and opportunities related to
scheduling in a distributed environment were discussed in [13].
To ensure fast data stream processing, [14] designed a dual-
channel pipeline data processing model. However, the time
complexity in predictive scheduling is challenging. Choi et al.
[15] has initiated a distributed stream processing framework
for IoT data, which is fast and efficient. In the meantime, Sun
et al. [16] has proposed an advanced method of Elastic online
scheduling framework for big data streaming applications (E-
Stream) to reduce the system response time and application
fairness. However, there needs to be more focus on predictive
scheduling accuracy. The research work by [17] has introduced
a feature selection analysis using the elastic net concept for
the dataset acquired in the metallurgic company. The approach
has been extended from the [18], which uses the multivariate
Gaussian function to monitor the crucial variable during pre-
dictive scheduling accuracy. Similarly, [19] has focused on
the limitations of the job scheduling process performed in a
Hadoop environment for big data. Gautam and Basava [20]
has proposed a resource-aware dynamic data stream model
for the efficient high-performance computing of big data to
overcome the limitations. Mortazavi-Dehkordi and Zamanifar
[21] has proposed a deadline-aware scheduling framework to
reduce the latency and utilization cost. This has been extended
from [22] with the same objective to reduce the latency cost
using a Graphic processing unit (GPU) for online data stream
processing. The research work [16] also has a modified version
of [22] to evolve a run time-aware data stream scheduling
strategy using the first-fit process. Xu et al., [23] introduced
a hybrid method by integrating genetic algorithm (GA) and
ant colony optimization (ACO). A novel relative intelligent
model using optimization technique was introduced by [24].
Chen et al. [25] have proposed a flexible resource-constrained
project scheduling to address the scheduling process that has
the facility of competency differences. However, still, certain

complexity arises in managing complex data in terms of the
scheduling process as reviewed by [26]. On comparing the
reviews and as per the review work by [26], the dynamic
scheduling of big data stream processing is challenging for
real-time analysis, such as activity recognition. In addition,
the significant process of handling big data with predictive
scheduling has yet to be performed well in state-of-the-art
works. To address this issue, this paper proposes a hybrid al-
gorithm for Resource Aware Predictive Scheduling to address
the challenges such as RAPSE, ST, FPR, and MC.

III. PROPOSED SYSTEM

The term Big data stream refers to a high volume of data
in which the streaming data must be processed for real-
time insights. In this proposed work, the Big data stream
has been processed using two different modules, such as
feature selection, scheduling, and classification, to improvise
the RAPSE, ST, and MC. The architecture of the proposed
system is shown in Figure 1.

Big Stream Data

4

Feature Selection
Map Reduce Function
Prediction
Scheduling of data tasks to r>
processing units 1

Processing Unit 1

Processing Unit 2

Processing Unit 3

Fig. 1. Architecture of the proposed system

The input is the smartphone-based human activity dataset
Dy used to recognize the HAR process. The data stream
computing has m number of processing units pi, p2, p3, ....Pm
and the number of data streams to be dsi,dss,dss,...ds,.
Initially, the elastic-net regularization process selects the rele-
vant features from the D;. Then the kernelized fisher process
schedules the data streams to the process based on the CPU
time (cpu;), Memory Utilization (mu), Energy Consumption
(E.), and Bandwidth Utilization (bw,). Then the selected
features are classified using a map-reduce classifier in the
efficient resource processing unit. The scheduled data stream
task will achieve higher accuracy in the shortest response time.
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A. Feature Selection

In this phase, the Elastic-Net regularization process selects
the best features from the dataset D;, using a regression-based
method. The method correlates the features F' and the target
class variable y relationship.The elastic net method overcomes
overfitting and certain limitations of the LASSO method using
an additional penalty function as referred to in equation 1.

t
lafls = lay] )
j=1

The process groups a highly relevant variable by removing
the redundant and irrelevant variables from the dataset D; by
integrating a regularization term « in the regression equation.
The Elastic-Net Regularization process has been applied here
to estimate the regularization and feature selection parameters.
It is represented in the equation 2. F' represents a feature
set that has multiple features Fy, Fy, F3,....F,. |l is a
regularization term, L; and L, are regularization parameters
that control the importance of the regularization term between
[0,1]. y is the class variable (expected output), and all these
parameters determine the regression coefficient p. The features
are more likely to be relevant if the p value is close to 1. Else,
irrelevant close to 0.

p=argmin(|ly — aF|* + Lola|* + Lillali) ()

The elastic-net regularization process also determines the
pathway for the next phase of our proposed system to schedule
the particular data stream task ds; based on the following
metrics.

Performance Metrics Various performance metrics of the
feature selection process that enhances the predictive schedul-
ing are as follows.

CPU time (cpuy) refers to the time taken to complete the data
stream task sd; also referred to completion time ct; of a data
stream task sd; as given in equation 3.

cpuy = cti(sd;) 3)

Memory Utilization mu refers to utilization of memory
space (mu) by a process to complete a task. Referred as the
difference in the total memory (%,,) with the unused memory
space for the task (us;) as given in equation 4.

mu = t, — us; €]

Energy Consumption E,. refers to the difference in the
total energy T and the remaining energy Rpg to process the
task as given in equation 5.

E.=Tg - Rg &)

Bandwidth Utilization bw, is an average rate of data
transfer of a processing unit, also referred to be the difference
between available bandwidth bw, and unused bandwidth bw, d
as given in equation 6.

bw, = bw, — bwyg (6)

Finally, the elastic-net regularization process selects the best
features for each data stream task and its related performance
metrics CPU time (cpu;), Memory Utilization (mu), Energy
Consumption (FE.), and Bandwidth Utilization (bw,). For
instance, the data stream task 3 dsj3 has following features and
selected measures < Fy, F34, F42, F55 >, cpuy = 0.4s, mu =
2kb, E. = 2.6J,bw, = 86kb. Similarly, all the data stream
tasks with the selected features and performance measures will
be forwarded to Kernelized Fisher Discriminant for scheduling
and, in turn, Map Reduce classifier for the classification
process.

B. Scheduling and Classification

The selected features and the performance measures by the
previous phase determine the best efficient computing resource
to be scheduled by the Kernelized Fisher Discriminant (KFD)
process. The KFD process analyzes the cpus, mu, E.,bw,,
with the selected feature set F' for scheduling. Along with
the KFD process, the Map Reduce classification has been
integrated to improvise the recognition rate as a novelty of
the proposed work. The Map Reduce has two phases; during
the Map phase, inputs are converted into keys and values, in
which the key has the performance measures determined by
the elastic-net regression process. The KFD schedules the data
streams based on the best measures for the best processing
unit. At the same time, Reduce phase uses a discriminant
vector maps the incoming data stream data into different
classes.

Let us consider several data stream  tasks
dsi,dss,dss, ...ds, as input, each with a set of selected
features and performance measures, as mentioned before.
The Fisher determines the discriminant function d¢, which is
the ratio of the variance between (o) and within (o, ) the
classes as defined in equation 7.

dy = op/0w = (wsr(b)d)/(wsy(b)d) (7

The Kernelized Fisher function determines the correspon-
dence of the mean of the target class variables and the data
stream tasks, and it is referred to be kernel function k(sd;, 11;)
as given in the equation 8.

k(sdi, py) = |lsdi — po = 51 ®)

Then, the resultant value of the KFD process recognizes
the shortest distance between the data stream task ds; and
the mean of classes j; as given in equation 9. The argmin
signifies the minor capability contention for the classification,
and the base distance determines the higher closeness among
the mean of the class and data stream task. This implies that
handling particular data streams improves predictive schedul-
ing accuracy with less asset usage.

f(a) = argmin||(sdi, p;)|* ©)
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The algorithm for the entire process of feature selection,
scheduling and classification is given here.

Input: Number of data stream task dsi, dss, dss, ....ds,, pro-
cessing units p1, p2, Ps, - . . ..Dn, Feature set F'

Output: Scheduling of data stream task with low asset and

high classification performance

Feature Selection:

p=argmin(|ly — aF||* + La|o|” + L[|a)

for each F' w.r.t to p where p > 0.5 do
calculate cpus, mu, E., bw,

end for

Scheduling and Classification:

Initialize the classes C)

: Frame the Discriminant function dy =
(wsy(b)d)/ (wsp(b)d)

7: Define mean of classes fi;

8: for each data stream ds; do
: for each p of the class u; do

10: Calculate the similarity k(sd;, ;) = ||sd; — p — j|

11: Notice ~ minimum  distance f(x) =

argmin||(sd;, p;) |2

12: Predict the best efficient resource p; on f(x) for ds;

13: Use Map - Reduce for classification

14:  end for

15: end for

16: return

BN

SN

op/0w =

| 2

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

The significance of the proposed system Elastic-Net reg-
ularization + Kernelized Fisher Discriminant + Map Re-
duce Classification is validated using the Human Activity
and Postural Transition (HAPT) dataset. The dataset was
recorded with a group of 30 volunteers aged 19-48 years.
They performed six different activities categorized into static
and dynamic activities. Static activities are simple, whereas
dynamic activities are little-bit complex (referred to as move-
ment). The experimentation also includes postural transitions,
an intermediate action between the dynamic activity. Twelve
activities were grouped and given with the target class labels
such as 1-standing, 2-sitting, 3lying, 4-walking downstairs, 5-
walking upstairs, 6-walking, 7-stand-to-sit, 8-sit-to-stand, 9-
sit-to-lie, 10-lie-to-sit, 11-stand-to-lie, and 12-lie-to-stand. The
participants wore a Samsung Galaxy S II smartphone on the
waist during experimentation. The dataset captures tri-axial
linear acceleration and angular velocity at a constant rate of
50Hz. The signals were pre-processed by a noise filter and
sampled into a fixed-width sliding window of 2.56sec and 50%
overlap (128 recordings/window). Each window contains 128
readings/windows representing nine recordings axes (9%128).
For each window, 561 features of 12 different classes will be
generated, which has been considered here for experimentation
purposes. A total of 10929 tuples have been generated from
the HAPT Dataset, in which 70% is used for training, and the
remaining 30% is used for testing.

The experimentation has been carried out against state-of-
the-art systems such as deadline-aware scheduling (DAS) [21],

Scheduling optimization (SO) [25], E-stream [16] and Predic-
tive scheduling framework (PSF) [14]. The Performance of
the proposed system has been analyzed using the performance
metrics such as RAPSE, FPR on predictive analytics, ST, and
MC of N number of data stream tasks ds;. The data stream
tasks refer to tuples in the HAPT dataset. For instance, 500
tasks refer to 500 tuples taken from the test instance and
the like. The data tasks have been varied from 200 to 3500
tasks for experimentation purposes. The experimentation has
been carried out in multiple Virtual machines of a system for
scheduling tasks to the local VMs.

A. Resource Aware Predictive Scheduling Efficiency (RAPSE)

RAPSE is a number of data stream tasks dsp scheduled to
Resource aware Optimized Processing Unit RAOPU;, which
is represented in the equation 10.

RAPSE = RAOPU;, /dsy * 100 (10)

—e— Proposed
80.0 4 —*— E-Stream
—A— PSF
—a— DAS
- SO

77.5 A

75.0 4

72.5 A

70.0

Resource Aware Scheduling Efficiency (%)

500 1000 1500 2000 2500 3000 3500
Number of Data Tasks

Fig. 2. Resource aware scheduling efficiency (%) of the proposed system
with state-of-the-art systems

Figure 2 illustrates the performance of the proposed system
with the state-of-the-art systems on resource-aware scheduling
efficiency. Increase in the number of data tasks from 200 to
3500, the graph has a linear trend in the saturation level and
saturates for many data tasks. On comparing the efficiency,
the proposed system attains a better efficiency rate in all
data tasks than the state-of-the-art systems. The resource-
aware scheduling efficiency using the proposed system has
shown better trends due to the application of Elastic-Net
kernelized + Fisher discriminant + Map Reduce classification
algorithm. The proposed system has a 10% to 12% variance
and improvement in resource-aware scheduling efficiency than
the other systems.

B. Fualse Positive Rate (FPR)

FPR is the ratio of a number of incorrectly scheduled
tasks RAPUpncorrect to the number of data tasks as given
in the equation 11. Lower the FPR ensures the competency
of the technique. The term RAPU;ncorrect has also been
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determined using the incorrectly classified instance of the fea-
ture set concerning the class in the Map-Reduce classification
process.

FPR = RAOPU,pcorrect/N * 100 an

12 4

False Positive Rate (%)
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—— PSF
—&— DAS
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Fig. 3. Performance of proposed system as False Positive Rate (%)against
state-of-the-art systems

Figure 3 illustrates the efficiency of the FPR of the pro-
posed system with state-of-the-art systems. The number of
data stream tasks increases the FPR of all the systems. On
comparing, the proposed system has less FPR than the other
state-of-the-art systems such as DAS [21], SO [25], E-stream
[16] and PSF [14]. Moreover, the proposed system attains
the very least FPR of 2% to 6%, which is meager in good
classification performance. This proves the efficiency of using
the Fisher Discriminant process for scheduling and the Map-
reduce process for classification. On average, the proposed
system differs from 3% to 5% in the FPR with the other
systems.

C. Scheduling Time (ST)

ST is the time utilized in scheduling the resources for the
N number of data streams dspy, and it is calculated using
the equation 12, where Time[RAPS] is the time lasted for
scheduled data tasks in milliseconds (ms).

ST = dsy * Time|RAPS] (12)

Figure 4 illustrates the Performance of the proposed system
in terms of scheduling time (ST) against the state-of-the-
art systems. On comparing the Performance of scheduling
time from Figure 4, it is evident that the proposed system
consumes less time in allocating the resources to the system.
The variation in the trend of the proposed system depicts
the efficiency of the proposed system with the state-of-the-art
systems DAS [21], SO [25], E-stream [16] and PSF [14]. The
Performance in scheduling time has improved mainly due to
the feature selection by the Elastic-net regularization process.
On average, the proposed system has 8% less scheduling time
than the other systems.
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Fig. 4. Performance of proposed system in terms of Scheduling Time against
state-of-the-art systems

D. Memory Utilization (MU)

MU is the memory utilized to schedule a resource for a sin-
gle data stream task ds;. It is formulated as given in equation
13, where space[RAPS] is for a single data in a resource-aware
manner and calculated in terms of Kilobytes(Kb).

MU = ds; * N * Space[RAPS] (13)
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Fig. 5. Performance of the proposed system in terms of Memory consumption
against state-of-the-art systems

Figure 5 illustrates the memory consumption of the pro-
posed system for various data stream tasks. With the expan-
sion in the number of data streams, the memory utilization
consumes more memory because of the expansion in the size
of information errands. However, Figure 5 clearly shows that
the proposed system has a decrease in linear difference with
the state-of-the-art systems such as DAS [21], SO [25], E-
stream [16] and PSF [14]. Though the other systems have
a sudden rise in memory consumption, the proposed system
has a linear increase in memory consumption on the rise in
the count of data tasks. On average, the proposed system has
taken 8% memory less than the other state-of-the-art systems
due to using the LASSO technique with penalty functions.
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V. CONCLUSION

This paper presents a hybrid algorithm Elastic-Net regular-
ization + Kernelized Fisher Discriminate + Map Reduce Clas-
sification strategy to classify a high volume of data streams in
a predictive scheduled process. The Elastic-Net regularization
process selects essential and relevant features to guarantee
predictive scheduling efficiency at a low cost. Moreover,
certain necessary performance measures also included features
by the Elastic-net regularization process. The performance
measures and the best-selected features are then used to predict
the best computing process for scheduling by a Kernelized
Fisher Discriminant process. Finally, the Map-reduce classifier
classifies all the instances at its reduce phase on the scheduled
processor. For experimentation, the smartphone-based human
activity and postural transition (HAPT) dataset has been used
with a large volume of data on a local virtual machine
for scheduling. Experimentation results are validated using
Resource Aware Predictive Scheduling Efficiency (RAPSE),
False Positive Rate (FPR), Scheduling Time (ST), and Memory
Utilization (MU). Results are signified by comparing with
state-of-the-art systems such as deadline-aware scheduling
(DAS), Scheduling optimization (SO), E-stream, and Predic-
tive scheduling framework (PSF). In the future, the heteroge-
neous multi-variate model will be implemented for the human
activity recognition task.

REFERENCES

[1] D. R. Prapti, A. R. Mohamed Shariff, H. Che Man, N. M. Ramli,
T. Perumal, and M. Shariff, “Internet of Things (IoT)-based aquacul-
ture: An overview of IoT application on water quality monitoring,”
Reviews in Aquaculture, vol. 14, no. 2, pp. 979-992, Nov. 2021, doi:
10.1111/raq.12637.

[2] Y. Luo, X. Du, and Y. Sun, “Survey on Real-time Anomaly Detection
Technology for Big Data Streams,” 2018 12th IEEE International
Conference on Anti-counterfeiting, Security, and Identification (ASID),
Nov. 2018, doi: 10.1109/icasid.2018.8693216.

[3] U. Sivarajah, M. M. Kamal, Z. Irani, and V. Weerakkody, “Criti-
cal analysis of Big Data challenges and analytical methods,” Jour-
nal of Business Research, vol. 70, pp. 263-286, Jan. 2017, doi:
10.1016/j.jbusres.2016.08.001.

[4] E. Ramanujam and S. Padmavathi, “A Vision-Based Posture Monitoring
System for the Elderly Using Intelligent Fall Detection Technique,”
Guide to Ambient Intelligence in the IoT Environment, pp. 249-269,
2019, doi: 10.1007/978-3-030-04173-1_11.

[5] E. Ramanujam and S. Padmavathi, “Real time fall detection using in-
frared cameras and reflective tapes under day/night luminance,” Journal
of Ambient Intelligence and Smart Environments, vol. 13, no. 4, pp.
285-300, Jul. 2021, doi: 10.3233/ais-210605.

[6] Van-Dai Ta, Chuan-Ming Liu, Nkabinde, G. W. (2016). Big data stream
computing in healthcare real-time analytics. 2016 IEEE International
Conference on Cloud Computing and Big Data Analysis (ICCCBDA).
https://doi.org/10.1109/icccbda.2016.7529531

[71 M. Zaharia, T. Das, H. Li, T. Hunter, S. Shenker, and 1. Sto-
ica, “Discretized streams,” Proceedings of the Twenty-Fourth ACM
Symposium on Operating Systems Principles, Nov. 2013, doi:
10.1145/2517349.2522737.

[8] A. Toshniwal et al., “Storm@twitter,” Proceedings of the 2014 ACM
SIGMOD International Conference on Management of Data, Jun. 2014,
doi: 10.1145/2588555.2595641.

[9] P. Carbone, S. Ewen, G. Foéra, S. Haridi, S. Richter, and K.
Tzoumas, “State management in Apache Flink®,” Proceedings of the
VLDB Endowment, vol. 10, no. 12, pp. 1718-1729, Aug. 2017, doi:
10.14778/3137765.31377717.

[10] S. A. Noghabi et al., “Samza,” Proceedings of the VLDB En-
dowment, vol. 10, no. 12, pp. 1634-1645, Aug. 2017, doi:
10.14778/3137765.3137770.

[11] J.-L. Reyes-Ortiz, L. Oneto, A. Ghio, A. Sam4, D. Anguita, and X. Parra,
“Human Activity Recognition on Smartphones with Awareness of Basic
Activities and Postural Transitions,” Lecture Notes in Computer Science,
pp. 177-184, 2014.

[12] N. Tantalaki, S. Souravlas, and M. Roumeliotis, “A review on big data
real-time stream processing and its scheduling techniques,” International
Journal of Parallel, Emergent and Distributed Systems, vol. 35, no. 5,
pp. 571-601, Mar. 2019, doi: 10.1080/17445760.2019.1585848.

[13] X. Liu and R. Buyya, “Resource Management and Scheduling in
Distributed Stream Processing Systems,” ACM Computing Surveys, vol.
53, no. 3, pp. 1-41, May 2021, doi: 10.1145/3355399.

[14] T. Li, J. Tang, and J. Xu, “Performance Modeling and Predictive
Scheduling for Distributed Stream Data Processing,” IEEE Transactions
on Big Data, vol. 2, no. 4, pp. 353-364, Dec. 2016, doi: 10.1109/tb-
data.2016.2616148.

[15] J.-H. Choi, J. Park, H. D. Park, and O. Min, “DART: Fast and
Efficient Distributed Stream Processing Framework for Internet of
Things,” ETRI Journal, vol. 39, no. 2, pp. 202-212, Apr. 2017, doi:
10.4218/etrij.17.2816.0109.

[16] D. Sun, S. Gao, X. Liu, F. Li, X. Zheng, and R. Buyya, “State and
runtime-aware scheduling in elastic stream computing systems,” Future
Generation Computer Systems, vol. 97, pp. 194-209, Aug. 2019, doi:
10.1016/j.future.2019.02.053.

[17] M. Fernandes, A. Canito, V. Bolon-Canedo, L. Conceigdo, 1. Praca,
and G. Marreiros, “Data analysis and feature selection for predictive
maintenance: A case-study in the metallurgic industry,” International
Journal of Information Management, vol. 46, pp. 252-262, Jun. 2019,
doi: 10.1016/j.ijinfomgt.2018.10.006.

[18] J. du Toit, “Enabling Predictive Maintenance using Semi-supervised
Learning with Reg-D Transformer Data,” IFAC Proceedings Volumes,
vol. 47, no. 3, pp. 6111-6116, 2014, doi: 10.3182/20140824-6-za-
1003.00201.

[19] M. Usama, M. Liu, and M. Chen, “Job schedulers for Big data
processing in Hadoop environment: testing real-life schedulers using
benchmark programs,” Digital Communications and Networks, vol. 3,
no. 4, pp. 260-273, Nov. 2017, doi: 10.1016/j.dcan.2017.07.008.

[20] B. Gautam and A. Basava, “Performance prediction of data streams on
high-performance architecture,” Human-centric Computing and Informa-
tion Sciences, vol. 9, no. 1, Jan. 2019, doi: 10.1186/s13673-018-0163-4.

[21] M. Mortazavi-Dehkordi and K. Zamanifar, “Efficient deadline-aware
scheduling for the analysis of Big Data streams in public Cloud,” Cluster
Computing, vol. 23, no. 1, pp. 241-263, Feb. 2019, doi: 10.1007/s10586-
019-02908-2.

[22] J. Chen, S. Tong, H. Xie, Y. Nie, and J. Zhang, “Model and Algo-
rithm for Human Resource-Constrained Ramp;D Program Scheduling
Optimization,” Discrete Dynamics in Nature and Society, vol. 2019, pp.
1-13, Apr. 2019, doi: 10.1155/2019/2320632.

[23] W. Xu, S. Guo, X. Li, C. Guo, R. Wu, and Z. Peng, “A Dynamic
Scheduling Method for Logistics Tasks Oriented to Intelligent Manu-
facturing Workshop,” Mathematical Problems in Engineering, vol. 2019,
pp. 1-18, Apr. 2019, doi: 10.1155/2019/7237459.

[24] K. R. Kareem Kamoona and C. Budayan, “Implementation of Genetic
Algorithm Integrated with the Deep Neural Network for Estimating at
Completion Simulation,” Advances in Civil Engineering, vol. 2019, pp.
1-15, May 2019, doi: 10.1155/2019/7081073.

[25] J. Chen, S. Tong, H. Xie, Y. Nie, and J. Zhang, “Model and Algo-
rithm for Human Resource-Constrained Ramp;D Program Scheduling
Optimization,” Discrete Dynamics in Nature and Society, vol. 2019, pp.
1-13, Apr. 2019, doi: 10.1155/2019/2320632.

[26] M. Alshamrani, “IoT and artificial intelligence implementations for
remote healthcare monitoring systems: A survey,” Journal of King Saud
University - Computer and Information Sciences, vol. 34, no. 8, pp.
4687-4701, Sep. 2022, doi: 10.1016/j.jksuci.2021.06.005.



M.KUMARASAMY
COLLEGE OF ENGINEERING

NAAC Accredited Autonomous Institution

Approved by AICTE & Affiliated to Anna University
IS0 9001:2015 & ISO 14001:2015 Certified Institution

Thalavapalayam, Karur-639 113, Tamilnadu.

ICSPCS 2023
CERTIFICATE OF PARTICIPATION

This is to certify that Dr./Mr./Ms./Mrs. AZARUDEEN K of
VELAMMAL COLLEGE OF ENGINEERING AND TECHNOLOGY has presented
a paper titled AN ANALYSIS ON POWER CONSUMPTION OF CRYPTOGRAPHIC
ALGORITHMS IN MOBILE DEVICES v in

DST-SERB Sponsored Second International Conference on “Signal Processing and Communication
Systems” Organized by the Department of Electronics and Communication Engineering on

07 th March 2023 of our Institution.

~ 6

Dr.S.Palanivel Rajan
Organizing Chair HoD / ECE






N

® 1" INTERNATIONAL CONFERENCE ON

_VIT  EMERGING TRENDS IN COMPUTATIONAL
BHOPAL  INTELLIGENCE AND APPLICATIONS 2023
(ETCIA-2023)

CERTIFICATE

This is to certify that

Azarudeen K, Kharthikeyan S and Lakshman Raj S

has Presented/Participated a paper entitled Categorization of Arrhythmia using
Deep Learning by 2-D ECG Spectral Image lllustration (ID: 2417)

in the 1st International Conference on Emerging Trends in Computational Intelligence and
Applications (ETCIA 2023) which was organized by the School
of Computing Science and Engineering, VIT Bhopal University, Kotrikalan,
Madhya Pradesh, India held on 27-28 January, 2023.

oy S S

Dr. Sathish Kumar. L Dr. S. Poonkuntran Dr. U. Kamachi Mudali
Convenor Dean, SCSE & Conference Chair Vice Chancellor

VITB/SCSE/ETCIA-0089



IEEE.org IEEE Xplore  IEEE SA  |EEE Spectrum  More Sites Cart Create Personal
&+ ) Account  SignIn
Access provided by: Sign Out
— .
— Browse v My Settings v Help v Velammal College of
—— - -
Engineering & Tech
MADURAI
Access provided by: Sign Out
Velammal College of
Engineering & Tech
MADURAI
All v Q
ADVANCED SEARCH

Conferences > 2023 7th International Confer... e

Hourly Journal: A Mobile App for Optimizing Your Daily Routines

Publisher: IEEE

Cite This PDF

S Sureshkumar ; S Suryavarshini ; P. Chellammal ; K R. Senthil Murugan ; P. Kavitha Rani ; R Kaviyaraj

Abstract

Document Sections

I. Introduction

IIl. Literature Survey

Il. Design Proposed System

IV. Result Analysis and
Discussions

V. Conclusion and Future
Work

Authors

Figures

References

Keywords

More Like This

All Authors

e € o Py
Alerts

Manage Content Alerts
Add to Citation Alerts

Abstract:There are certain apps to record how people spent their day and whether they lived the day as per their
goals. But these only make people feel guilty for having wasted th... View more

» Metadata

Abstract:

There are certain apps to record how people spent their day and whether they lived the day as per their goals. But
these only make people feel guilty for having wasted the day or happy on being productive, but no app shows what is
the pattern for success and failure. But with Hourly Journal it is possible to understand the pattern of daily time
investments and fix it, empower it and grow in life overall. Mobile application development is becoming more popular
due to the expanding popularity of smartphones and tablets. Traditional software development has had a significant
influence on the development of mobile apps. However, the ultimate product is software designed to take use of mobile
devices’ specific capabilities and technology. To solve the problem of performance on each specific device, you must
first design an app for that device. This implies writing code that is tailored to the exact hardware of a certain device. In
the case of iOS devices, this is simple since mobile developers simply need to create apps for the iPhone and iPad to
make their apps universally usable. For Android devices, on the other hand, the hardware and operating system
versions vary from device to device. With the Hourly Journal available in the palm of your hand, people can use it as a
modern-day diary, with revolutionary futuristic insights into the patterns of people’s activities and tendencies. Based on
tag tracking there is scope for human behavioral prediction in future too.

Published in: 2023 7th International Conference on Intelligent Computing and Control Systems (ICICCS)

Date of Conference: 17-19 May 2023 DOI: 10.1109/ICICCS56967.2023.10142712

Date Added to IEEE Xplore: 08 June 2023 Publisher: IEEE

» ISBN Information: Conference Location: Madurai, India


http://www.ieee.org/
https://ieeexplore.ieee.org/Xplore/home.jsp
http://standards.ieee.org/
http://spectrum.ieee.org/
http://www.ieee.org/sitemap.html
https://ieeexplore.ieee.org/browse/conferences/title/
https://ieeexplore.ieee.org/xpl/conhome/10142228/proceeding
https://ieeexplore.ieee.org/Xplorehelp/ieee-xplore-training/working-with-documents#interactive-html
javascript:void()
javascript:void()
https://www.ieee.org/cart/public/myCart/page.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://www.ieee.org/profile/public/createwebaccount/showCreateAccount.html?ShowMGAMarkeatbilityOptIn=true&sourceCode=xplore&car=IEEE-Xplore&autoSignin=Y&signinurl=https%3A%2F%2Fieeexplore.ieee.org%2FXplore%2Flogin.jsp%3Furl%3D%2FXplore%2Fhome.jsp%26reason%3Dauthenticate&url=https://ieeexplore.ieee.org/document/10142712
https://www.ieee.org/profile/public/createwebaccount/showCreateAccount.html?ShowMGAMarkeatbilityOptIn=true&sourceCode=xplore&car=IEEE-Xplore&autoSignin=Y&signinurl=https%3A%2F%2Fieeexplore.ieee.org%2FXplore%2Flogin.jsp%3Furl%3D%2FXplore%2Fhome.jsp%26reason%3Dauthenticate&url=https://ieeexplore.ieee.org/document/10142712
https://ieeexplore.ieee.org/xpl/dwnldReferences?arnumber=10142712
javascript:void()
javascript:void()
https://ieeexplore.ieee.org/alerts/citation
javascript:void()
javascript:void()
https://ieeexplore.ieee.org/document/10142712
javascript:void()
javascript:void()
javascript:void()
javascript:void()
javascript:void()
https://ieeexplore.ieee.org/document/10142712/authors
https://ieeexplore.ieee.org/document/10142712/figures
https://ieeexplore.ieee.org/document/10142712/references
https://ieeexplore.ieee.org/document/10142712/keywords
https://ieeexplore.ieee.org/document/10142712/similar
https://ieeexplore.ieee.org/xpl/conhome/10142228/proceeding
https://doi.org/10.1109/ICICCS56967.2023.10142712
https://ieeexplore.ieee.org/search/advanced
https://ieeexplore.ieee.org/Xplore/home.jsp
https://ieeexplore.ieee.org/servlet/Login?logout=/document/10142712/
https://ieeexplore.ieee.org/servlet/Login?logout=/Xplore/guesthome.jsp
javascript:void()

» ISSN Information:

S Sureshkumar
CSE, J.J College of Engineering and Technology, Trichy, India

S Suryavarshini
CSE, Sri Krishna College of Engineering and Technology, Coimbatore, India

P. Chellammal
Department of Computer Science and Engineering, J.J College of Engineering and Technology, Trichy, India

K R. Senthil Murugan
Department of Computer Science and Engineering, Velammal College of Engineering and Technology, Madurai, India

P. Kavitha Rani
CSE, Sri Krishna College of Engineering and Technology, Coimbatore, India

R Kaviyaraj
Department of computational intelligence, SRM institute of science and technology, Kattankulathur, India

‘= Contents

I. Introduction

Journaling is a wide spread concept that enables oneself to keep track of their life and wellbeing.
Aided with the power of smart phones, this concept can be taken to a deeper level. Smart phones
being a companion to an individual, it increase the likelihood of keeping track of life with Just ping to

ese journals are backed up in
Cloud and readlly available to the individual on the go [1]. Hourly Journal also provides multi device
support for those who uses more than one device in their day to day life. Everything is synced using
an Authentication mechanism, thus keeping their journal safe and secure.

Authors A

S Sureshkumar
CSE, J.J College of Engineering and Technology, Trichy, India

S Suryavarshini
CSE, Sri Krishna College of Engineering and Technology, Coimbatore, India

P. Chellammal
Department of Computer Science and Engineering, J.J College of Engineering and Technology, Trichy, India

K R. Senthil Murugan
Department of Computer Science and Engineering, Velammal College of Engineering and Technology, Madurai,

India

P. Kavitha Rani
CSE, Sri Krishna College of Engineering and Technology, Coimbatore, India

R Kaviyaraj
Department of computational intelligence, SRM institute of science and technology, Kattankulathur, India

Figures v

References v

Keywords v



javascript:void()

N

1° INTERNATIONAL CONFERENCE ON

VIT  EMERGING TRENDS IN COMPUTATIONAL
BHOPAL  INTELLIGENCE AND APPLICATIONS 2023
(ETCIA-2023)

CERTIFICATE N\

o — \\
" 6B

ETCIA2023
N

This is to certify that

Kr. Senthil Murugan

has Presented/Participated a paper entitled Multiple image segmentation methods of Magnetic

resonance imaging images using opencv (ID: 6117)

in the 1stInternational Conference on Emerging Trends in Computational Intelligence and
Applications (ETCIA 2023) which was organized by the School
of Computing Science and Engineering, VIT Bhopal University, Kotrikalan,
Madhya Pradesh, India held on 27-28 January, 2023.

oy YT il

Dr. Sathish Kumar. L Dr. S. Poonkuntran Dr. U. Kamachi Mudali
Convenor Dean, SCSE & Conference Chair Vice Chancellor

VITB/SCSE/ETCIA-0077



@’

ALIIDOS NOLLYIS SYHAVIX

MNPDAQM.M.VU mmm—
® ¢

“auUd I W INYIN A Id (“"aud) “HOAL IN‘Y'IVIAIIA 'S "Joid
NOHULYd - OO HINIANOD - 0D

4 —

€202 TIIdY 462 ® w82 U0 PISY (DIuw0DI)

.................... WALSAS ALIMNDAS ANV ALIAVS TVILLSAANI QASVE-NOLLVOI'IddV ATIdOW ~ Pobbue
roded pejueserd Sey Ly N HHNH O HHATION TVININV A ™ WO 45" o INGIHLavdHa
Ho .......................................................... “. . ... ...................................... mz\.Hz ﬂ.m.—.ﬁw .h.H..:.HmU OH mm m..n.-cﬁ..._r

INNHSAVIVdIAd o 1d

YA LEIED

*£21009-TeUUSYY) ‘99[[BWRUOCOJ ‘PEROY Juni], arorebueg

snielg (8)21 ® ()2 105 DON Aq peaorddy
(YaN)uoneypaIddy jo pieog [euoneN Aq paypaIody ‘o maN ‘LOIY 4q pesoiddy
reuusay) ‘AJISISATUN BPUUY O) PAJI[IY %® UONNIIISU] SNOWIoUony uy
}Sni], [euonjeonpd Nyesre[-uonnjnysu] AJLIOUIN UBHSIIYD Y

39ITT0D ONIMIINIONT YHTYININY | f

(i




IEEE.org IEEE Xplore

All

IEEE SA  IEEE Spectrum  More Sites Subscribe Subscribe  Cart Create Pers:
&+ ¥ Account  Sign

Browse v My Settings v Help v Institutional Sign In

Institutional Sign In

v Q

ADVANCED SEARCH

Conferences > 2023 International Conference... e

Bio-Inspired Optimization Technique for Feature Selection to Enhance Accuracy of
BC Detection

Publisher: IEEE

Cite This PDF

V. Kalaiyarasi ; Meenakshi ; Sanjay Jain ; Shagun Jain ; Umapriya R ; Sarala R; M.Siva Ramkumar All Authors

Abstract

Document Sections
I. " Introduction
1. Literature Survey

Ill. Data Collection and
Cleaning

IV. Feature Extraction
V. Feature Selection

Show Full Outline ¥

Authors

0 «§ © a
Alerts

Manage Content Alerts
Add to Citation Alerts

Abstract:The common type of cancer that results in death across the world is Breast Cancer (BC). It is necessary to
detect cancer in its earlier stages when it is more treatable a... View more

» Metadata

Abstract:

The common type of cancer that results in death across the world is Breast Cancer (BC). It is necessary to detect
cancer in its earlier stages when it is more treatable and can be effectively managed The detection of BC can be
carried out by employing a variety of different Machine Learning (ML) approaches in the diagnostic process. This study
proposes a ML-based strategy for doing automated BC analysis. There are several steps in tumor detection, and
feature extraction (FE) is one of them. The tumor condition's existence in an image can be determined using the
powerful Gray Level Co-occurrence Matrix (GLCM) feature descriptor identification approach, in addition to the Ant

Figures

References

Keywords

More Like This

Colony Optimization (ACO) and Particle Swarm Optimization (PSO) Feature Selection (FS) techniques are employed
Techniques from the realm of ML, such as Support Vector Machine (SVM), Naive Bayes (NB), and Random Forest
(RF) algorithm, are used throughout the data training and testing phases for tumor classification. The outcome of both
optimized FS techniques is given to the ML models for identifying BC. From the experimental result, it is identified that
the ACO with SVM gives greater accuracy of 97.4% than all other techniques.

Published in: 2023 International Conference on Inventive Computation Technologies (ICICT)

Date of Conference: 26-28 April 2023 DOI: 10.1109/ICICT57646.2023.10134478
Date Added to IEEE Xplore: 01 June 2023 Publisher: IEEE
» ISBN Information: Conference Location: Lalitpur, Nepal

» ISSN Information:

V. Kalaiyarasi


http://www.ieee.org/
https://ieeexplore.ieee.org/Xplore/home.jsp
http://standards.ieee.org/
http://spectrum.ieee.org/
http://www.ieee.org/sitemap.html
https://innovate.ieee.org/Xplore/Subscribebutton
https://ieeexplore.ieee.org/browse/conferences/title/
https://ieeexplore.ieee.org/xpl/conhome/10133935/proceeding
https://ieeexplore.ieee.org/Xplorehelp/ieee-xplore-training/working-with-documents#interactive-html
javascript:void()
https://ieeexplore.ieee.org/author/37089861197
https://ieeexplore.ieee.org/author/37089860375
https://ieeexplore.ieee.org/author/37089860317
https://ieeexplore.ieee.org/author/37089860331
https://ieeexplore.ieee.org/author/37089863414
https://ieeexplore.ieee.org/author/37089862396
https://ieeexplore.ieee.org/author/37088549222
javascript:void()
https://innovate.ieee.org/Xplore/Subscribebutton
https://www.ieee.org/cart/public/myCart/page.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://www.ieee.org/profile/public/createwebaccount/showCreateAccount.html?ShowMGAMarkeatbilityOptIn=true&sourceCode=xplore&car=IEEE-Xplore&autoSignin=Y&signinurl=https%3A%2F%2Fieeexplore.ieee.org%2FXplore%2Flogin.jsp%3Furl%3D%2FXplore%2Fhome.jsp%26reason%3Dauthenticate&url=https://ieeexplore.ieee.org/document/10134478
https://www.ieee.org/profile/public/createwebaccount/showCreateAccount.html?ShowMGAMarkeatbilityOptIn=true&sourceCode=xplore&car=IEEE-Xplore&autoSignin=Y&signinurl=https%3A%2F%2Fieeexplore.ieee.org%2FXplore%2Flogin.jsp%3Furl%3D%2FXplore%2Fhome.jsp%26reason%3Dauthenticate&url=https://ieeexplore.ieee.org/document/10134478
https://ieeexplore.ieee.org/xpl/dwnldReferences?arnumber=10134478
javascript:void()
javascript:void()
https://ieeexplore.ieee.org/alerts/citation
javascript:void()
javascript:void()
https://ieeexplore.ieee.org/document/10134478
javascript:void()
javascript:void()
javascript:void()
javascript:void()
javascript:void()
https://ieeexplore.ieee.org/document/10134478/authors
https://ieeexplore.ieee.org/document/10134478/figures
https://ieeexplore.ieee.org/document/10134478/references
https://ieeexplore.ieee.org/document/10134478/keywords
https://ieeexplore.ieee.org/document/10134478/similar
https://ieeexplore.ieee.org/xpl/conhome/10133935/proceeding
https://doi.org/10.1109/ICICT57646.2023.10134478
https://ieeexplore.ieee.org/author/37089861197
https://ieeexplore.ieee.org/search/advanced
https://ieeexplore.ieee.org/Xplore/home.jsp
javascript:void()
javascript:void()

Department of Information Technology, Mahendra Institute of Technology (Autonomous), Mallasamudharam, Namakkal

Meenakshi
RNS Institute of Technology, Bengaluru affiliated to VTU Belgaum

Sanjay Jain
Department of Mathematics, SPC Government PG College, Ajmer, India

Shagun Jain
MD Radiation Oncology, Homi Bhabha Cancer Hospital & Research Centre (TMC), Sangrur, India

Umapriya R
(SI.G), KPR Institute of Engineering and Technology, Coimbatore

Sarala R
Department of Computer Science and Engineering, Velammal College of Engineering and Technology, Madurai

M.Siva Ramkumar
Dept of EEE, Karpagam Academy of Higher Education, India

:= Contents

I. Introduction

According to the Centres for Disease Control and Prevention (CDC) Reliable Source, BC is the
most common malignancy among women. Numerous factors contribute to the wide variation of BC
survival rates. The type of cancer a woman is diagnosed with, as well as its progression at the time
of diagnosis, are two of the most important factors. BC occurs when abnormal cells grow in the
breast. BC usually starts in one of two places: the lobules or the ducts. Adipose tissue and fibrous
connective tissue in your breasts are both possible cancer locations. Unchecked cancer cells may
spread to the lymph nodes and muscles of the chest wall. BC occurs when cells in the breast grow
abnormally and subsequently metastasize (spread to other areas of the body) at a rate comparable
to Meta Size, according to medical authorities. That is why it is critical to detect and stop the growth
of these aberrant cells as soon as possible to avoid the repercussions of the next phase. When a
tumor is suspected a doctor will first establish if it is benlgn or mallgnant This is because each type

problem because there is currently ology that can assist patients to
begin therapy sooner rather than later to slow the spread of malignant cells and tumor. Most
diseases can be healed with the correct amount of human involvement if detected early. In most
situations, sickness lies undiscovered for a long time before being recognized as chronic. Mortality
rates are rising, as a result, throughout the world. BC is one of the diseases that can be cured if
diagnosed early before it has spread to distant organs. As a result, in the absence of prognosis
models, practitioners have a more difficult time devising a treatment approach that could potentially
enhance a patient's lifespan. As a result, it requires time and effort to create a strategy that
produces minimum mistakes while still maximizing precision. Because conventional BC detection
procedures such as mammography, ultrasound, and biopsy are time-consuming, a computerized
diagnostic system based on ML was necessary. This method employs algorithms that accelerate
and improve cell detection and tumor categorization.
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I. Introduction

A gadget that works on the idea of an inverted pendulum is known as an SBR. Its upright body
pivots on two wheels, giving it the appearance of swinging back and forth. the system is incapable
of being balanced and will continue to fall off if a suitable control technique is not implemented.
Because of this, the system is |ntr|nS|caIIy unstable, and the fact that it is nonlinear makes it difficult
ith a challenging problem as a
result [1]. As a prototyp|ca| illustration &igmorthn@anbon&dkeadmgn the SBR system is an
unstable, high-order, multivariable, tigt system It also has several
variables. The well-established benchmark challenge is to assess certain control theories or a
standard solution for an SBR system; as a result, new theories are being pushed forward. SBR has
a design that is comparable to that of a missile or rocket launcher. This is because the centre of
gravity of these robots is situated behind the centre of drag, which results in aerodynamic instability.
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Abstract:Better detection and avoidance of intrusions solutions are in high demand because of the worldwide upsurge

- Literature Survey in hacking on computer networks. New technologies like fog comp... View more
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Result and Discussion Abstract:

<

V- Conclusion on computer networks. New technologies like fog computing, cloud computing, and the Internet of Things have

dramatically increased the potential for cyberattacks and other forms of cyber risk. These attacks can compromise

Better detection and avoidance of intrusions solutions are in high demand because of the worldwide upsurge in hacking

Authors computer network infrastructures, web services, and social media platforms, resulting in economic and reputation loss.
Because of its usefulness in detecting and halting malicious actions, intrusion detection systems (IDS) play a crucial
Figures part in network defence mechanisms. In this study, a hybrid Deep Learning (DL) network was used to identify the
cyberattack. This effort began with the collection and processing of cyber-attack data from the NSL-KDD. Convolutional
References Neural Networks (CNNs), Bidirectional Long Short-Term Memory (Bi-LS TMs), and hybrid CNN+Bi-LSTMs are the DL
models trained with 80% of processed data. The remaining 20% of the data is used for testing the models after they
Keywords

have been trained. Both positive and negative metrics are used to assess the results of the testing phase. When

compared to other networks, the recommended CNN+Bi-LSTM model achieves the highest score for positive metrics

More Like This and the lowest score for negative metrics.
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I. Introduction

Both political and commercial players have increased their use of advanced cyber-attack to destroy,
interrupt, or suppress information content. When developing network protocols, it is critical to
ensure that they will withstand attacks from even highly sophisticated adversaries capable of taking
over a small fraction of nodes. The cor&t{oﬂelﬁ %ae%gﬁgulg%gg oth passive and offensive attacks.

in
Identifying intrusions into a computer system or network entails constantly monitoring what is going

on behind the scenes, analysing data for signs of an assault, and preventing it if required.
Automated data gathering from several system and network sources, followed by security defect
analysis, is a frequent way for accomplishing this goal.
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I. Introduction
In past decade, antenna design has been actively researched specifically using flexible materials.
Flexible antenna designs have been developed f8r v?riouﬁ?app jcations such as smart helmet [1],
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breast cancer detection [2] and body-centric communication [3]. One pf the main aspect analyzed in
wearable or flexible antenna is deformation analysis [4]-[7].
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I. Introduction

Most of the communication that takes on around us requires the use of an antenna. It uses
electromagnetic waves for both transmitting and receiving. They are classified into many types
based on their function and shape. Each antenna is designed to perform the task according to the
application and has its own set of advantages and disadvantages. Microstrip patch antenna is the
most used antenna in modern era of wireless communication. These antennas are fabricated using
photolithographic techniques on a prirted-eiredit-board—Fhis-anternaconsists of dielectric
substrate, patch and ground plane.|Md&Signsiedts Crsttatas &eddiRy glgss epoxy [1]1-[2], Bakelite,
Rogers RT 5880 [3], Taconic TLC etc., Rectangular {4], square and circular are some of the
common shapes of patch antenna. These antennas are only capable of operating on one frequency.
To achieve multiple bands, slots are introduced in the patch or slotted ground plane is widely used
[5]. They are very compact in size. Though such antenna exhibits multiple frequencies through a

single radiating structure, they cannot tune / switch their frequency according to the end user
demand. This can be accomplished by reconfigurable antenna.
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In wireless communication, antenna plays a vital role in establishing an effective communication. Numbe
are needed for various applications. This made the antenna researchers to contribute towards the desig
antennas to perform according to the user's need. These adaptive antennas are also known as reconfig
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its radiation pattern and polarization. This paper explores about the design aspects of frequency reconfit
antennas via various switching techniques. Hence this paper will help the antenna researchers to explor
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I. Introduction
Development in a wireless communication increases the demand for an antenna. For various uses,
antennas are designed to work at a given frequency. For a variety of applications, numerous
antennas are required. As the number of antennas rises, cost along with the complexity of the
system also increases rapidly. Mult ple antennas% mcl)rr]r&rg |cat|on s;t-s‘tem are reduced by using
reconfigurability in antenna design.|A recomllgura antenna cangcha ge its frequency, polarization,
and radiation pattern. Switching mechanisms can be used to achieve any type of reconfigurability.
Generally, in any sort of reconfigurable antenna, switches are used to attach or detach a part of the
antenna to attain desired radiation characteristics.
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Abstract:

Now-a-days, the antenna design process is facing challenges and it involves compromise between ante
including dimensions and overall performance parameters such as Gain, Bandwidth, Return Loss, and \
Standing Wave Ratio (VSWR). Most of the antennas are designed by using optimization methods which
antenna size reduction, but the overall performance optimization of antenna is not much focused. Becat
many different contradictory performance requirements are difficult in antenna optimization. Hence, this
the formulation of a better objective function for satisfying different performance requirements of a meta
antenna. In this work, an antenna model is developed using Atrtificial Neural Network (ANN) and optimiz
same is done by using suitable objective function for the antenna model. To analyze the right choice of ¢
function four different single objective functions with constraints are formulated and its effectiveness has
explored. Further, the popular Evolutionary Algorithm Particle Swarm optimization (PSO) method is emp
optimize the ANN based metamaterial antenna parameters. The minimizing objective function with cons
better results compared to maximizing objective function. Also, it is inferred that more than one performe
requirements can be specified as constraints. This kind of optimization helps to satisfy the overall perfor
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I. Introduction

A metamaterial is an exclusive material which exhibits characteristics of negative permeability,
negative permittivity, and negative refractive index that doesn’t naturally available in the other
materials [1]. These characteristics are the resultant of its chemical composition and the cellular
architecture [2]. Therefore the metgmaterial-characteristics-can-be-maqdified by varying its shape,
size, or material. Due to their unusyal SigmaotéiQimstimuetdteattirigls have been extensively applied
in diverse applications for enhancingthe performance of microwave components. From the EM
simulation, the different antenna parameters of bandwidth, gain, return loss and VSWR can be
computed. Desired antenna performance can be achieved by properly choosing the parameters of
the metamaterial antenna such as dimensions, bandwidth, Gain and Return Loss.
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IV. Result and Discussion Plant pathogens are a prominent cause of reduced yields, resulting in decreased crop yields. Scientists

develop a mechanism for identifying plant ailments in order to boost farm output. Deep learning algorithr
developed for pathogen recognition and prediction in tomato plant leaves. Two different types of disease
healthy and sick leaves. A Convolution Neural Network, which is effective for detection and prediction be

V. Conclusion

Authors to forecast Septoria spot and bacterial spot. A dataset of 4930 images of healthy and damaged leaves fr
community is used for the experiments. The model’s performance is precisely evaluated, and the conclu
Figures accurate. The project makes use of Plant Village images of tomato, potato, and onion leaves. Four differ
can each be recognized by the suggested CNNs. In each instance, the trained model achieves accurac)
References 98.3%, and 97.89%. The classification of leaf disease detection using simulation data shows the potenti
of the proposed approach. The algorithm proposed can be applied to categories any additional species
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SHGs. Because of its high success rate, the model is a good tool for counselling or early warning.
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I. Introduction

Images are the most widely used and practical method of communicating or sharing information. An
image is said to represent a variety of phrases. Pictures provide unequivocal and unambiguous
insights regarding object positioning, configurations, and interconnectedness. They represent
information that we identify as items in geographical data. Because of our innate visual processing
capabilities, humans are adept with extracting the information from such image data. Approximately
75% of the information that the human brain gets is in the form of visuals. To maintain rice plant
productivity, it is essential to recognize indications of diseases in plants brought on by bacteria,
nematodes, fungi, phytoplasma, and viruses1-4. The lack of plant pathologists in many regions of
India, however, is really a serious issue. The vast plantation area presents additional difficulties due
to logistical difficulties when reaching these locations, making it challenging to obtain pathogen
indication. In the Solanaceae family, potatoes are perennial herbaceous plants that are grown for
their delectable tubers. A branching stem and alternately positioned leaflets of various sizes and
structures define the potato plant. 1lhe leaves mi§ht be round or. oblor[g and 10-30 cm (4-12 in) long

ign in to Gontinue Readin
and 5-15 cm (2-6 in) broad. The potato pqant produces yele-gre%n fruit and white or blue blooms.

Potato tubers are found in the top 25 cm of the soil, where they grow underground. Depending on

the cultivar, the tubers may be red, yellow, or purple in color. Potato plants can grow to be more
than 1 m (3.3 ft) tall and are planted as annuals with only one growth season. A Liliaceae
herbaceous biennial prized for its delectable bulb is Allium cape. The pseudo stem of the plant is
made up of tubular leaves that cross over their sheaths, and its base is a flattened disc. Each plant
contains 3-8 erect or oblique leaves. The onion plant’s tendrils resist clusters of pink or white
flowers. Overlapping leaves that develop just above the plant's flattened stem are what make up the
bulbs. The bulb has numerous layers, each of which corresponds to a leaf. They grow in clusters of
3-18 per plant and are normally oval in shape, but this can vary. A membrane that eventually
transforms into a paper coat covers the bulb in order to protect it. Onion plants [2] grow to a height
of 50 cm (20 in) and are harvested after one season. Onion cultivars include shallots, spring onions
(sometimes called scallions), red and purple onions, and shallots.
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Abstract

Content-based medical image retrieval (CBMIR) is the application of computer vision techniques to the problem of medical image search in large
databases. Three main techniques are applied to check the applicability. The first technique implemented is distance metrics-based retrieval. The second
technique implemented is transform-based retrieval. The transform which has lesser performance is combined with higher performance, to check the
applicability of the results. The third technique implemented is content-based medical image retrieval. Texture and shape-based retrieval techniques are
also applied. Shape-based retrieval is processed using canny edge with the Otsu method. The multifeature-based technique is also applied and analyzed.
The best retrieval rate is achieved by multifeature-based retrieval with 100/50%. Based on more relevant retrieved images all the three, brain, liver, and
knee, images are found to be retrieved more with 100/50%.

Chapter Preview

Top
Related Work

Although image retrieval have been frequently proposed for use in medical image management, only a few systems have been developed specifically for
medical images Manjunath (1996); Shyu (1999); Smelders (2000); Shao Hong (2005); Dimitrovski (2015) and Van kitanovski (2017). Techniques applied
for huge image based databases for exact clinical diagnosis with medical justification in this research is provided. A brief survey is given in Table 1.

Table 1. Brief summary of the image feature descriptors used in medical domain

S. No. Year Author Title of the Paper Comments
1 1999 Comaniciu D Image guided decision support system for pathology (a) Representation by color.
(b)Using histogram.
2 2003 Gletsos M A computer aided diagnostic system to characterize CT focal(a) Representation by gray scale.
liver lesions: design and optimization of a neural network(b) Moments based.
classifier
3 1999 Shyu CR IASSERT: A physician in the loop content based image retrievall(a) Representation by gray scale
system for HRCT image databases. (b) Texture Co-occurrence
4 2002 Kwak D.M Content-based ultrasound image retrieval using a coarse to fine(a) Representation by gray scale
approach (b) Wavelet based
5 2005 Cauvin JM Computer-assisted diagnosis system in digestive endoscopy (a) Anatomic location, shape and color|

are the descriptors used
(b) Block based

6 2007 Rahman M A framework for medical image retrieval using machine learning((a) Using edge histograms

and statistical similarity matching techniques with relevance(b)By contours/curves

feedback.
7 2000 Wang J Z Pathfinder: multiresolution region —based searching for((a) By region and parts

pathology images using IRM. (b) By wavelet based region descriptors
8 2005 Pokrajac D )Applying spatial distribution analysis techniques to classification|(a) By region and parts

of 3-D medical images. (b)Spatial distribution of ROI.
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9 2007 Toews M A statistical parts-based model of anatomical variability. (a) By region and parts
(b) By statistical anatomical parts|
model
10 2005 Qian X N Optimal embedding for shape indexing in medical image{(a) By point sets
databases. (b) By shape spaces
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1. Introduction

In recent years, object detection has become a significant field of computer vision. Computer Vision
systems are increasingly present in our daily lives, whether in autonomous vehicles, industrial
robots or hospital equipment capable of automatically diagnosing diseases in imaging exams,
allowing machines to see the world around us. back, managing to automate and solve several
problems [1]-[2]. According to [3], several real-world computer vision applications require accurate
detection of objects in images and video. One of these applications is the recognition of traffic
signs, in which the algorithms need to deal with natural dynamic environments, thus becoming
complex, high precision demands and real time constraints [4]. A conflict prediction model on
highways through deep learning involves training a machine learning algorithm to predict the
likelihood of conflicts or accidents occurring on a highway based on various inputs such as traffic
flow, weather conditions, road layout, and driver behavior. Deep learning is a type of machine
learning that uses neural networks with multiple layers to process complex data and extract
patterns. Deep learning has been successfully applied to various prediction tasks, including natural
language processing, image recognition, and time series analysis [5]-[7]. To develop a conflict
prediction model on highways through deep learning, researchers can use historical data on
accidents and near-misses to train a neural network. The neural network can be designed to take
inputs such as traffic volume, speed, lane changes, braking patterns, and weather conditions, and
output a probability of conflict or accident occurring at a given time and location on the highway.
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Researchers can use various deep(learning architectures, such as cdnvolutional neural networks
(CNNs) or recurrent neural networkL (ﬁf@lqslﬁ] tt% ggﬁéirﬁl{g (%%?ﬁ’é?%recliction model. The neural
network can be trained using backpropagation and gradient descent algorithms to minimize the
prediction error and improve the accuracy of the model. Once the conflict prediction model is
trained, it can be deployed in a real-time monitoring system to detect potential conflicts or accidents
on the highway. The systemcan generate alerts to drivers, traffic controllers, or emergency services
to take appropriate actions to prevent accidents [8]-[9]. Overall, developing a conflict prediction
model on highways through deep learning can improve the safety and efficiency of highway
systems by providing early warning of potential conflicts or accidents and enabling proactive
interventions to prevent them. Highway traffic conflicts are a major concern for road safety, and
predicting potential conflicts can help prevent accidents and improve traffic flow. Deep learning
techniques have shown promise in predicting traffic conflicts, and several studies have proposed
models for conflict prediction on highways. One example is a study that proposed a deep neural
network model for predicting lane-changing conflicts on highways [10]. The model used a
combination of convolutional and recurrent neural networks to extract features from vehicle
trajectories and predict the likelihood of lane-changing conflicts. Another study proposed a recurrent
neural network model for predicting rear-end collisions on highways [11]-[12]. The model used a
combination of vehicle trajectory data and contextual information, such as weather and traffic
conditions, to predict the likelihood of rear-end collisions. Other studies have proposed similar
models for predicting other types of conflicts, such as merging conflicts and cut-in attacks. Overall,
deep learning techniques have shown promise in predicting highway traffic conflicts, and further
research in this area could lead to improved road safety and traffic management [13].
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I. Introduction
The Internet of Things refers to a network of interconnected objects. Context, ubiquity, and
optimization are the three key features of | oT: ¢

Context refers to the object's ability to interact with an existing environment and immediate
response if anything changes.

Sign in to Continue Reading

Omnipresence provides location information, physical or atmospheric conditions of an object.

Optimization illustrate the facts that today's objects are more than just a connection to the network
of human operators at the human-machine interface.
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