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Abstract

The Industrial Internet of Things (IIOT) is constituted by the
development of the Internet of Things into the fields of
manufacturing, monitoring, and management. It enables
industries to make use of data communication and control by
leveraging the capabilities of smart machines and real-time
analysis. Our proposed work concentrates on the application of
[IOT along with two contributions: the first one is to secure
sensor based image, video and audio communication and the
other one is the detection of human activity. Initially, the human
activities data are captured by the camera sensors which is
attached in the employee ID card that sensor monitors the
employee activities as a motion image along with vibrations and
sound signals. All this information is securely communicated to
the smart office dashboard with the help of an efficient
encryption algorithm namely Software Defined Network along
with Stochastic Honey Overlapping Based Dual Helix Scan (SDN-
SHODHS), that secures the communication in the access network.

In the second phase to detect employee activity, we propose an
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efficient Elevated Deep Convolutional Neural Network that gives
the best efficient result compared to all other existing works. Our
proposed framework achieves secure sensor data image, audio
and video communication and accurate human activity

recognition in terms of encryption and decryption time, precision,

recall and F-measure.
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ABSTRACT

Due to the increasing popularity of multimedia technology, the need for secure image storage and
communication has become more critical, because strangers try to access these data for illegal uses. Most
researchers try to provide secure image communication and security frameworks, however, they have some
limitations like high cost, minimum level of security, authentication issues, etc. To overcome that issues,
our proposed work provides a three-tier architecture with secure iris authentication, secure data storage, and
communication. Tier 1 includes user authentication with multifactor, authentication factors are username,
password, mobile number OTP and iris authentication. Tier 2 has image encryption technology through a
two-fold map concept known as the Twofold Logistic Chaotic Map, here the keys are generated using a
pseudo-random number (PSNR) generator for randomness. Tier 3 has the communication phase, if two
parties need to communicate between them, quantum key distribution along with PSNR is implemented to
ensure secure communication. Finally, the proposed method was subjected to various experiments for
performance analysis, including a histogram, an entropy rate, a number of pixels change ratio, and a
correlation coefficient, through the analysis of the key space, the method can improve the security and
reliability.

Keywords: Quantum Key Distribution, Image Communication, Logistic Chaotic Map, and Pseudo-

Random Number

1. INTRODUCTION stored on the Internet, people must take measures
to safeguard their data. Traditional encryption
The rise of the Internet has brought about methods such as DES and RSA can be used to

a new era of convenience and information access protect sensitive information. Unfortunately, the
for people. Through the Internet, individuals can applications of these methods are not sufficient to
now connect and store and retrieve vast amounts meet the security requirements of image
of data. Images have become more informative encryption [2]. The field of research mainly
compared to text information. They contain more focuses on the protection of these images from
details and are easier to understand. As images various threats. Various digital image encryption
become the main source of information, people techniques are used in digital image processing.
must be vigilant about the risks associated with Some of these include chaos encryption, pixel
information leakage. In 2013, former CIA transformation, random sequence, and image
employee Edward Snowden revealed details of the compression coding [3]. The complexity of the
agency's surveillance program known as the chaos technology makes it hard to crack and
Program for the Evaluation of Strategic Materials, randomize  digital image encryption. Chaos
or the PRISM Project [1]. This program allowed encryption is a new type of digital image
the US government to monitor the activities of the encryption that can be more secure and reliable.
public. During the 2018 Winter Olympics in South

Korea, the personal information of spectators and Aside from having high data capacity and
athletes was stolen by hackers. This incident bulk data capacity, color image encryption also has
caused various negative effects. Due to the certain characteristics that make it different from
increasing number of sensitive information being standard text encryption. Although many security
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considerations have been discussed in terms of
image encryption, many of these schemes are still
not high enough. The short cycle length of
keystream generators is one of the main factors
that make it possible to transmit various attacks.
To achieve a pseudo-random sequence, some
chaotic stream ciphers have dual chaotic systems.
However, when used with random map selection,
the result is not secure enough [4]. The concept of
confusion and diffused cryptography proposed by
Shannon [5] is commonly used in encryption. It
involves changing the pixel positions to reduce the
complexity of input image data. The goal is to
minimize the complexity of the input image by
changing the pixel positions. This chaotic system
has a weakness; it can only generate iterations that
are less than 1000 times faster than the previous
versions [6]. A good chaotic generator can help a
cryptographic system achieve desirable statistical
properties. For instance, a system that has a dense
set of periodic windows can benefit from the
existence of desirable statistical properties.
Although many image encryption schemes can be
used in chaotic cryptography, they are not ideal for
practical applications [7]. Due to the nature of
chaotic cryptography, it is not possible to
implement image encryption schemes with good
random sources. The author [8] presents an
algorithm based on a simple Perceptron procedure.
It combines the high-dimensional chaotic system
with three sets of pseudorandom categorizations.
A nonlinear approach is then used to produce the
weight of Perceptron. The strategy is then used to
dynamically adjust the chaotic system's parameters
to resolve its cycle state issues.

The encryption issue is solved by
employing a chaotic system; however, the security
does not fulfill without secure authentication. For
the secure authentication, we utilized a multifactor:
username, password, mobile OTP, and biometric
iris. A username is for the identification of a user
by a name, password, and mobile OTP are the
support factors of authentication. Biometrics is a
type of secure authentication that can be used to
uniquely identify a person. They can be stored in a
secure environment, and they cannot be lost or
stolen. This makes them ideal for addressing the
security weakness of cryptography. The use of iris,
which is considered to be the most reliable and
secure biometric, has been widely used to identify
people. Captured iris's features are extracted with a
fuzzy extractor and the feature vectors are matched
for identification. The resulting feature vectors are
matched and generated according to a process.

e
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One-time passwords are very secure, but
it is not always feasible to share a long-term key
between two parties using a communication
channel [9]. A quantum key distribution method
can provide high-security but it can also lead to
issues due to its high cost and lower generation
efficiency. If the two parties have a lot of data,
then the issue with QKD might become more
critical [10]. A pseudo-random algorithm can
generate a sequence of random numbers with a fast
and stable rate [11]. This type of algorithm
guarantees the statistical characteristics of the
sequence. PRNG is commonly used in various
applications such as statistical sampling, numerical
simulation, and gaming. It has a high generation
efficiency and is simple to implement [12]. The
PRNG algorithm is public, which means its
security is completely dependent on the seed's
confidentiality. This type of algorithm also ensures
that the sequence's random number is always
correlated with the seed's random number. To
achieve high-efficiency random numbers in
communication, a PRNG algorithm is proposed
that generates a sequence of pseudo-random
numbers at a low key generation rate and a high
level of security. The paper shows that this method
can be used to solve the issues related to QKD
technology and reduce the cost of production. The
proposed PRNG algorithm uses a method that
allows QKD to share a seed key with the other
party in a communication. After the two parties
exchange a seed, the resulting algorithm will
generate a pseudo-random number. The two
parties then share a single pseudo-random number
as a one-time pad secret key. This method is
significantly different from the traditional QKD
protocol, as it uses the security and randomization
of QKD to solve the issues related to its generation
rate and cost.

The main contributions of this paper are
secure authentication, secure image data storage,
and secure communication. These three
contributions are provided in a three-tier structure.

Tier 1: Secure authentication with multi factors:
Username, password, Mobile number OTP,
biometric iris (feature extraction and feature
vector matching with fuzzy extractor).

Tier 2: Secure image data storage: Twofold
logistic chaotic map encryption and Pseudo-
Random Number (PSNR) for random
encryption key generation.

Tier 3: Secure image data communication:
Quantum key distribution with PSNR.
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2. RELATED WORKS

Ghazanfaripour, H et al [13] - Using the
3D chaotic map, this study proposes a method for
encrypting grey-level images. The method
achieves many advantages over current techniques.
Among these were: it can meet the security
requirements of image cryptography and it can
resist various attacks. It can also be executed
randomly. In this paper, the main goal was to
provide a method that applies to various image
encryption methods. Although it was mainly
focused on gray-level encryption, this approach
may be used to encrypt a variety of different color
images. This study proposes that the Galois Fields
overcome the issues. The restriction of this study
was choosing a prime number for a 3D modular
chaotic map, it can increase the computation time
and lag in security requirements.

Deng et al [14] use a chaotic map to
protect images. It has a sensitive key and a huge
key space, comparable to a sensitive key. The
algorithm is flawed since it does not take into
account the encryption attack of choice. Instead, it
uses image scramble to achieve encryption. The
results of the test show that an algorithm can
effectively resist a variety of attacks, and it's
sensitive to even little changes in plaintext. The
main drawback of this study was that it fails to
consider the different types of attack effectivity
when choosing a plaintext attack.

Huang et al [15] - constructed a quantum
logistic map with a discrete cosine transform
(DCT) (QML) structure, which is utilized to
convert a frequency domain object. The former
provides the security properties of confusion,
while the latter makes it fast and secure. The
proposed scheme was subjected to various
statistical experiments and security assessments.
The results of the analysis revealed that the
proposed scheme was able to successfully deal
with the image of a man in a middle attack, which
had been rendered in color and grayscale.. The
drawback here is the outweighed computational
complexity.

Alli et al [16]- presented a framework
that combines the properties of DNA encoding and
the mappings of the sequence to create an auto-
encoder-induced DNA sequence. It can effectively
handle the data losses caused by various attacks,
such as those caused by statistical attacks and

2500

chosen-plaintext attacks. The proposed framework
generates a permuted image with less noise and
complexity by activating the auto-encoder. After a
secret key is obtained, it is decrypted using SHA-
256. The output of the image is then sent via a
digital network. Its efficiency is evaluated by
taking account of the various metrics. Compared to
the current frameworks, the proposed one is faster
and more secure. However, it is still vulnerable to
exploitation due to its weak encryption
performance in terms of randomness.

Man et al [17]- a convolutional neural
network algorithm was presented to implement a
2-dimensional encryption algorithm with chaotic
sequence. It can resist known-plaintext attacks. A
new image fusion method combined the various
bits of information in two fused images. It
achieves this by taking advantage of the varying
characteristics of the binary bits. This study
demonstrated the efficacy and security of a two-
image fusion-based encryption system. It may be
used to encrypt many images and is not restricted
to just two. This method only protected two
images. In contrast, image fusion can achieve a
more secure encryption algorithm by combining
the bits containing different information. This
method can be used to protect multiple images.

3. PROPOSED THREE-TIER FRAMEWORK
FOR DIGITAL IMAGE SECURITY AND
COMMUNICATION

The rise of digital communication has
made it easy for people to access and share
information. Therefore, it is important to protect
data from unauthorized access and sharing. There
are three measures to be considered when it comes
to protecting the data: Authentication, storage, and
communication. ~ Our  proposed three-tier
architecture is based on these considerations,
figure 1 displays the three-tier architecture of our
proposed framework.

Tier 1: Secure authentication with multi
factors: Username, password, Mobile
number OTP, biometric iris (feature
extraction and feature vector matching
with fuzzy extractor).

Tier 2: Secure image data storage:
Twofold logistic chaotic map encryption
and Pseudo-Random Number (PSNR) for
random encryption key generation.
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e Tier 3: Secure image data communication:
Quantum key distribution with PSNR.

Tier 1: Authentication

» Username

N Match

* Password

el

”
e

User

Tier 2: Storage

Chaotic sequence
generation 1

» a

8"’""‘

N
ALk

Tier 3: Communication

¥  Mobile OTP —

Chaotic sequence
generation 2

QKD with PSNR

f

Fuzzy extractor

Abort

Two fold chaotic
—> sequence with
PSNR

| o

Encrypted data
storage

Authenticated User 1

Authenticated User 2

Figure 1: Three-Tier Architecture for Digital Image Security and Communication

3.1 Authentication Phase

In the authentication phase, the user must
provide the factors such as Username, password,
Mobile number OTP, and biometric iris. The
username and password were matched with the
stored credentials, the mobile number OTP is

e
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randomly generated and it is verified for the
corresponding mobile number. Biometric iris
features are extracted using a fuzzy extractor and
the extracted feature vectors are matched with the
iris templates for accurate identification.
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3.2 Twofold Logistic Chaotic Map For Secure
Image Storage:

Various research on the subject of image
communication has been undertaken to increase
the security of digital media. Chaotic maps are
often used in encryption to achieve tasks like key
generation and pixel substitution. The complexity
of a system can affect the security of an encrypted
key. This paper presents a method that uses the
double-logistical ~chaotic map to generate
pseudorandom sequences for digital image
encryption. The key is computed using the first
and second level chaotic maps. The results of the
study indicate that the various parameters of an
image, such as its histogram, key size, information
entropy, and space size, can be -efficiently
performed in the decryption process.

3.2.1. Theory of chaotic map

The concept of the chaotic theory is a
non-deterministic theory that relates to the random
state of systems.

1) The retro of f{x) does not have a definite
upper bound;
2) Occupancy S be a countless subsection
of I, then the next state of interactions is
true:

V., eSxzy M sup | /7 (1) £7(|> 0 (D)
n— o
lim inf . )
V., €S, sup |/"(x) = /" (1) = 0 (2)
—> ®©

lim
V., €S, sup | /" (x) = /" ()] > 0 (3)
n —

(Any intermittent point of f(x) is denoted by Y.)
The f(x) is the chaotic system that satisfies
the limit points on S, which are distributed and
concentrated. It does not correlate with all subsets.
Chaotic systems have many characteristics. Some
of these include boundedness, ergodically, and
internal randomness. The concept of a chaotic
system is not connected to all subsets. In chaotic
systems, a linearized iterative equation shows the
relationship between an insect population and a
system. Logistic mapping can be used to evaluate
the quantitative breeding models of flies. In the
refinement progression, The number of children is
greater than the number of parents. This means
that if neither parent is present, the number of

2502

children can be ignored and the chaotic sequence
will appear different depending on the parameter.
It will be generated if the condition satisfies the
parameter (3, 4). It is similar to the white noise
characteristic of sound. Before H. this approach
was used to encrypt digital images.

The chaotic system's key sensitivity to the
beginning value may be determined using its
properties. This indicates that the encryption
algorithm will change if the key changes that will
have a better encryption effect. The existence of
the key can be obtained through a chaotic system.
This concept can be used to implement an
encryption system that is based on the initial
value.

Chaotic systems are used in two forms of
encryption. The first is called chaotic
synchronization, and the second type is the
homogeneous group key. The chaotic system can
be used for distinguishing the key sensitive
demand and the pseudo-randomness of an
encryption process. The different phases in the
encryption process may be described as chaotic
systems. A mapping algorithm is used for
carrying out chaotic mapping operations. It can
also be compared with the pseudo-randomness of
the encryption system. Chaotic mapping is a
process that uses a chaotic representation of a
digital object to protect it. This method uses the
chaotic sequence to create a pseudorandom
number. It avoids using computer software to
generate the same result. The image chaotic
encryption system is an algorithm that can
generate pseudorandom number sequences using
an image pixel set and chaotic system. The chaotic
system can generate an image pixel set and chaos,
which can be used to achieve the opposite process
(decryption).

3.2.2 Twofold digital image encryption
method

An encryption system is very important to
modern  cryptography. It  involves  the

transformation of the old keys into new ones, and
the target of the encryption is the plaintext space.
The decryption key is the one that's used to
decrypt the encoded data.. For a framework, the C
and P values of the original digital image are used
to identify the image pixel that needs to be
decrypted after encryption. The spaces obtained by
encryption are obtained in an insecure channel.
This feature allows the key to be used for various
encryption methods. The control of an encryption
algorithm is carried out in the key space K. This
space contains the basic information that's required
to perform the encryption.
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The current cryptosystem comprises the
key and encryption key operations. The
component is the encryption key that is used to
transform the encryption space P into the
ciphertext space. The space C corresponds to the
key that is used to secure the encryption. It can be
obtained by sending the plaintext P to an anxious
network. The key K is part of an encryption
algorithm that can be used to perform various
encryption operations. It can also be used to carry
out a cryptographic transformation. The chaotic
sequence generators are also responsible for the
algorithm's development. A chaotic map is
composed of two maps. These two maps are used
to implement the modules that have to do with
digital image encryption.

The pseudorandom sequence formed by
the chaotic mapping is not random since the
random number generator technique cannot
guarantee  complete  unpredictability.  The
algorithm used for the random sequence generator
is known as the logistic mapping method. The
logistic pseudorandom sequence generator is
commonly used to generate a pseudorandom order.
It is formulated by way of follows.

(ﬂ\/l—xz)l x e (0,1) “4)
0 x ¢ (0,1)

The following two logistic maps are used for the
compeers of pseudorandom orders. The first one is
used for the first level and the second one for the
second level. The following random number
sequence is computed when the value is set. It is
used for stream encryption. PRNGs are frequently
used to produce a broad range of numbers which
are typically used for generating number plots,
rounding, linear, and nonlinear congruence. For
producing pseudo-random numbers, the linear
congruence approach is a simple and reliable
method. It may be used to generate random
sequences with high-quality random sequences. It
uses a linear operation to get the next number.

p(x) =

nil + c)mod m (%)

a is a multiplier, ¢ is an increment, m is a
modulus in the formula, and xn is a random
number. The Q-base and P-base are two kinds of

X = (ax ,

measurement bases, respectively.
1 1 (6)
= ——(oy +|1 oy = ——(0) -t
+) ﬁz(\>+\>) N ﬁz(\ ) =)

‘ (7

‘0> = (94 =0 —\1—>>‘

Table 1 shows the four distinct states that were
assessed using the two different measurement
bases.

Table 1. Measurement Results Of Different States.

0> 1> + -
50%  [50%
Q- 0> 1> |0>or  |0>or
basis
50%  [50%
1= |i>
50% [+>or  [50% [+> or|
- 0/ | 0> 1>
g - 50% |-> 50% |-> | |
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3.3 QKD With Pseudo-Random Number
Generation Algorithm For Secure
Communication

This research suggests a PRNG scheme

that enables two parties to share arbitrary numbers
without increasing the complexity or cost of QKD
technology. The project's goal is to develop a
secure QKD-based system with a high level of
randomness. The project proposes a QKD-based
system that uses a seed key to share a binary bit
with two parties. The algorithm used for the
PRNG will be the same as the one used for the
arbitrary digit producer. The key will then be used
to generate a PRNG with the same algorithm. This
scheme uses the same pseudo-random number as a
key that is used as a secret key. It avoids the high
cost and slow generation of QKD. This scheme
uses the unconditional security of true randomness
to prevent the exploitation of pseudo-random
numbers.

Step 1: For the open channel, both sides (sender
and receiver) use a linear random number-
generating technique.

Step 2: S1 is sent to a receiver after constructing
a quantum sequence containing 4n single
photons.

Step 3: After receiving S1, the receiver measures
S1 at random using the Q-basis or P-basis.

Step 4: Following the preparation of S1's base
sequence, the receiver must recreate S2's base
sequence. By rejecting the single photon state of
the same base, the quantum sequence S2 should
be created.

Step 5: The receiver chooses a portion of the
single photon and indicates if it is ready.

Step 6: The protocol is stopped if the bit error
rate exceeds the threshold.

Step 7: To inspect the photons, both the receiver
and the emitter must round them off. After that,
the leftover particles form the quantum sequence
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S3.

Step 8: The receiver delivers k1 as a seed to a

linear congruence algorithm, which returns K2.

This paper shows how to generate a random
sequence using two logistic maps. The generated
sequence is used for encrypted communication.

The image encryption process begins with two

steps: confusing processing and scrambling. The
confusing processing takes place when the
encryption key is confused.

1) To calculate the Qkd model, set design
parameter 1 to the pseudorandom
sequence number X.

2) The pseudorandom sequence number
will be converted to binary using this
approach.

3) Encrypt the grey or color component
code of the digital image.

4) The XOR for the first element in G is
calculated using the X' gi formula.

'y = x e x4 ng

mod N }® I'(K +1)

(®)
The k pixel in the image is represented by k.

5) After the fourth step, the sequence of pixels is
reversed and the original components are
repositioned to the first and second locations
according to formula 8.

4. RESULT AND DISCUSSION
4.1 Simulation Environment

The numerical simulations are carried out
using the MATLAB program in a classical
computer. We take into account the various plain
images such as Baboon, Lena, and Airplane. Due
to the complexity of the algorithm and the need for
high-end computing hardware, our proposed
method was simulated using a classical computer
with an Intel(R) Core i7-4760U. The R2015a is
equipped with a 64-bit CPU and 8GB of RAM.

Figure 2: Original Lena Image And 3D Histogram

The original image presented in Figure 2 is kept in
a 256 * 256 * 3 matrix. It must be grayscale to
obtain greater digital encryption. Figure 2 shows
Lena's original image, which is a three-
dimensional array. It's stored as a matrix
490x490x3. To achieve better encryption, the
image should be rendered in grayscale.

4.2 The Histogram Analysis

A distributed  histogram is a
representation of the quality and reliability of an
encryption system. It displays the intensity of an
image's colors using the x- and y-axis. The values
are represented by the y- and the x-axis of the

e
2504

image. Having a flat image histogram helps in the
discovery of more diffused colors in an image
since it avoids generating random distributions.

For each key, we use the principles of
variances to evaluate the uniformity of ciphered
images. We also calculate the differences between
the encryption keys used for different ciphered
images. The values of these factors are then
computed to determine the variances of the
encoded images. The appearance of encrypted
images is determined by the relative values of
histograms. The closer the values get, the more
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uniform the encrypted images are presented as
follows:

v )= =23 3 2z -2 O

i=1 j=1

Where Z is the vector of the values z1, z2,
and 7256, the numbers of pixels are equal to i and
respectively. In experiments, we show how to
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simulate two ciphered images with different secret
keys. In this study, we show how two sets of
histograms could be obtained from an image with
different secret keys. The encryption algorithm
used for this test only changes one parameter of
the secret key. The image of Airplane, Lena, and
Baboon is tested for encryption and the histogram
analysis is presented in Figure 3.
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Figure 3: A) Lena, B) Baboon C) Fruits, And D) Airplane Image And Histogram Image Of RGB
4.2.1. Histogram statistics same average size can have the same elements, but
their variation can be significant. Squared-point
The standard deviation and variance computation is a process that takes the central
metrics are used to measure the dispersion of data point and measures its variance. This process is

in graphic histograms. A set of values with the
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used to minimize the effects of distributed data and
increase the variance of non-standard ones.

1 256 . (10)
a = YT ZZZI (x, = X)
Where,
)_C:M (11)
256

x; is the frequency for the intensity value
of the histogram is 0 to 255, and the mean is the
sum of the histogram's variance.

4.2.2. Histogram uniformity

The ideal uniform histogram should have
the same pixel frequencies across all 256 values.
The histogram should have 256 standard
deviations ranging from 0 to 255. The histogram
uniformity percentage is a function that measures
the consistency of the intensities across all 256
levels.

256

D p) (2

i=1

1
HUP(%) =——
256
Where:
1 if p2x—pfand p<x+
i) = if p . B and p e
0 oherwise

The acceptable range ‘p° can be
determined by taking into account the variance in
the standard deviation ‘B’ and the mean ‘x’, while
the mean can be derived from the data. For
instance, the values of the HUP of the images
Lena's and Baboon's encrypted images are 85.01%
and 85.54%, respectively,

In experiments, we compare the
sensitivity of various secret keys. The results of
the tests reveal that changing one parameter can
significantly affect the sensitivity of the secret key.
Table 2 compares the proportion of histograms
variances for all secret keys. The first and next
columns' variances are obtained by changing the
secret key 1's parameters k1, 1, e, g, and c[0]. The
number of rows with the lowest and highest
variance is computed by dividing the gray value by
the number of pixels. The number of rows with the
highest and lowest variance is 5000. The
calculation of the variance value is performed by
taking the sum of the gray value and the plaintext
image's variability. The most common way to

determine a 10% fluctuation is by changing the K1
key to a secret key.

Table 2: Compares The Percentage Of Variances
Difference Of Histograms For All Secret Keys

sl IS BTCORN X CON UM oc
Lena 9.8 1.57 1.19 2.22 52
Baboon 11.30 3.53 9.96 3.18 1.0
Fruits 8.96 6.59 5.49 2.36 1.42
Airplane 10.56 532 3.78 3.63 4.83
Average 10.155 | 4.2525 | 5.105 | 2.8475 | 3.1125

2507

4.3. Encryption Quality

The various techniques used in validating
the encryption of images are discussed in this
section. One of the methods that can be used to
calculate the signal-to-noise ratio is the mean-
square error method. The peak signal-to-noise
ratio is the most common component of this

1 &G .. L2
MXN;Z:,[P(LJ) EG, j)]

j=l

equation. A/SE =

(14)
Where, MXN- image size
P- Plain image
E- Encrypted image

The size and encryption quality of an
image is two key factors that are used to
consider when choosing one. The MSE analysis
is a tool that can be used to test the operation of
an encrypted color image and the RGB plain
image. The PSNR is a function that shows the
ratio between the signal's maximum power and
the distortion that affects the quality.

255 j

| (15
N MSE

Due to the high MSE of encryption
algorithms, the PSNR of encrypted images is
expected to be less than 10 dB. Table 3 presents
the Comparison of MSE and PSNR (dB) in terms
of encrypted images.

PSNR = 2010&0(
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Table 3: Comparison Of MSE And PSNR (Db) In Terms

Of Encrypted Images
MSE PSNR (dB)
Encrypted
Images
R G B R G B
Lena 23296 | 21267 | 25685 | 8.3 9.17 | 7.50

Baboon 9452 8015 9648 837 | 9.09 | 8.28

Fruits 10677 | 9105 7200 7.87 | 8.60 | 9.68

Airplane 7825 6589 8956 7.56 | 8.69 | 8.96

4.4. The Correlation Coefficient

The correlation factor is a statistical
measure that shows how similar two variables are
to each other. It's commonly used to measure the
quality of an encryption scheme. The strength and
usefulness of an encryption technique are
measured by how it can conceal all of the original
data's attributes and produce an uncorrelated
encrypted version. In image processing, the
correlation between the image's adjacent pixels
and the original image is usually very high. On the
other hand, if the correlation between the two is
very low, then an encryption scheme is very
effective. An efficient algorithm should reduce the
correlation coefficient as much as possible to zero.

The correlation coefficient is a function
that measures the number of pixels in an image.
The number of pixels in an image is computed by
dividing the distance between the objects by the
number of digits. The algorithm used to determine
the correlation coefficient is the most

advantageous one for achieving the most favorable
result in the computed correlation. The Correlation
Coefficient rates are computed by taking the
coordinate coordinates of three vertical and
horizontal coordinate coordinates. They were
computed using the MATLAB environment's
predefined functions.

_E(G-E@)0-EW)) (16

\JD(x)D(y)

1 N
E(x)=— . 17
(x) m Zl X, (17)

D(x) =%Z(x,. “E@) (s

i=1

The number of pixels that were chosen for the
image is expressed in the gray area of the two
adjacent pixels.

4.5. Differential Attack Analysis

The following equations 19 and 20 are
used to analyze the performance of an encryption
framework.

> DG, )

NPCR = %100%
WxH (19)
it - [ch(i,—j)—cz(i,j)}mo%
WxH| 255

(20)

The height and width of the image are respectively
indicated by the cipher image before and after it
has been changed.

Average NPCR (%)

99.66
99.64 99.63
99.62
99.6
99.5774
99.58
99.56

99.54

99.641

99.6122

Average NPCR (%)

= PELM Tent

= 3D SD Hyperchaotic

H proposed

Figure 4: Comparison Of Average NPCR With Existing Methodology
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From figure 4, the two-dimensional encrypted will decrease if it is attacked by

logistic map with QKD was able to pass the pixel clipping.
critical values test in the number of pixel change 2 Noise attack: Existing cryptosystems are
rates (NPCR) analysis. It also exhibited similar prone to noise, especially if a small
results to those obtained from other works [18]. distortion appears in the cipher text. This
. issue can render the decrypted image
4.6 Robustness evaluation unusable. Figure 5 reveals the images of

Lena that have varying amounts of noise,
while those with Gaussian noise are
shown in Figure 6. This paper proposes a
novel algorithm that can effectively
1 Clipping attacks: The quality of an suppress noise attacks.

image reconstructed after it has been

An excellent encryption system depends on the
image's ability to resist the effects of noise and clip
attacks.

——————————————
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Table 4: NIST Test Results For Lena Cipher Image

Test name p values for encrypted image
Red Green Blue
Frequency 0.4934 0.9773 0.59773
Block-frequency 0.95857 0.30998 0.7952
Runs (M =10,000) 0.33534 0.4262 0.3375
Long runs of one 0.1468 0.1468 0.1486
Rank 0.3020 0.3020 0.3020
Spectral DFT 0.57927 0.77447 0.88278
No overlapping 0.93396 0.98892 1
templates
Overlapping 0.96099 0.96099 0.96999
templates
Universal 0.99550 0.98863 0.98284
Serial p values 1 0.06751 0.4900 0.38419
Serial p values 2 0.22893 0.64973 0.61688
Approximate entropy 0.32616 0.52073 0.29336
Cumulative sums 0.45878 0.38780 0.35722
forward
Cumulative sums 0.79386 0.4193 0.39884
reverse
Random excursions X=-4 0.88486 0.121568 0.65737
X=-3 0.5800 0.157192 0.88090
X=-2 0.61416 0.93205 0.61759
X=- 0.64453 0.71386 0.8238
X=1 0.31163 0.94425 0.47204
X=2 0.129964 0.44806 0.36073
X=3 0.1141647 0.63529 0.3365
X=4 0.1183702 0.066905 0.98603
Random excursions X=-4 0.81829 0.60299 60.92218
variants X=-3 0.69707 1 0.99865
X=-2 0.59410 1 0.8920
X=-1 0.43139 0.93837 0.37949
X=1 0.37057 0.34117 0.19200
X=2 0.95027 0.52394 0.21146
X=3 0.45918 0.50532 0.176001
X=4 0.36087 0.28466 0.142555
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Table 4 shows the NIST test results, and
the suite of statistical tests provided by NIST is
used to evaluate the proposed method. The value
of the tests is compared with their significance
level, which is 0.001. If the test's value exceeds the
threshold, the method is considered to be passed.
The results show that the proposed approach can
achieve a high level of security.

The proposed algorithm is subjected to
four image processing attacks to evaluate its
robustness. The results show that the design is
associated with higher reliability and higher
normalized correlation. The results show that the
proposed algorithm does not affect image
decryption and encryption. In addition, the
proposed method's robustness is strengthened by
the higher normalized correlation. These are the
histograms for encrypted images, which are almost
flat and uniform compared to the plain ones. The
improved scheme can prevent unauthorized access
to an image's data through statistical attacks. Due
to the nature of electronic transmission, image
transmission can get infected with noise. This is a
serious issue that affects the reliability of
cryptosystems. A good encryption algorithm
should be able to prevent this issue by protecting
the data from getting distorted due to a minor
change in the encryption algorithm. This could
prevent the recovery of the image after an error in
one pixel. A good encryption scheme should also
consider the robustness of its algorithm against
noise. This ensures that the data is not distorted
due to propagation errors.

4.7 Image Entropy

Global information entropy is a measure
of signal randomization. It should be around 8 bits
for a grayscale. Image entropy is a measure of how
much information can be presented in a given
image. It can be computed by analyzing the color
intensity of individual pixels. If the pixel's color
intensity is the same across all the images in the
same frame, then the resulting image with the
minimal entropy value will have the same color. If
the computed image entropy value is less than 8,
then an image scramble procedure is a good idea.
Table 5 shows the entropy values of our proposed
method.

Table 5: The Calculated Entropy Values In Our

e
2511

Simulation
The entr.o I.)y The entropy
Image value(original
. value
image)
Airplane 7.7047 7.9236
Baboon 7.7033 7.9949
Lena 7.7322 7.9742
fruits 7.7249 7.9743
Average Entropy
8001 7.9999
8
7.999 7.008 7.9982
7.998 .
7.997
7.996
7.005 7.9945

\
\
|
7.994 :
7.993 |
7.992 ‘
7.991 l

SPELM = Tent

Average Entropy
Novel 3D proposed

Figure 7: Comparison Of Average Entropy With
Different Methodologies

Ideally, digital images with an entropy of
8 should be encrypted. For cryptographic systems,
this threshold is maintained to prevent their
security from being threatened [19-21]. For the
proposed method, the two logistic chaotic maps
with QKD and the Lena RGB image are used. For
comparison, the results of the same work can be
obtained by comparing them to works that use the
same image and 8-bit RGB format. In this case,
the proposed method shows better results than
most of the works. To prevent unauthorized
access to the contents of a given ciphertext image,
the proposed scheme uses an information entropy
attack. This prevents an attacker from extracting
information from the image.

4.8 Security Analysis

The algorithm that generates a quantum
encryption algorithm is known as a cryptographic
algorithm. The security of the quantum encryption
algorithm is dependent on the details of its
generation process. The length of the key stream
and the size of the image are also known to affect
the gray value. The length of the key stream is
generally determined by the size of the key space.
The key must have sensitive bit changes to
decipher the image. The number of bit changes




Journal of Theoretical and Applied Information Technology
15% April 2023. Vol.101. No 7

AN

| N
| <%

© 2023 Little Lion Scientific

" A mmmm—
S/Minn

ISSN: 1992-8645

www.jatit.org

E-ISSN: 1817-3195

(NBCR) of an image is also known as the key
sensitivity.
ham(B,, B
NBCR(BI,BZ):—(T" )
b

(23)

If the number of bits from Bl to B2 is less than
50%, then the distance between them is equal to
the overall distance between them.

A cryptographic system's total number of
secret keys is known as key space. The secret keys
are generated using a linear key distribution
algorithm. The algorithm generates the secret keys
by taking a pseudo-random sequence of digits k2.
The seed number k1, which is the pseudo-random
sequence k2, is used to input the linear algorithm
are shown in Table 6.

Table 6: The Value Of K1 And K2.

Key [The value
K1 101011110001010101010
K2 146547632875934570297382675465947604

85937482612 136126583745640968349568
32571536426543876594878467357126143
62154732658932759847598236583276472
15327186487236498365837644712648716
083562837657467286735763

4.9 Encryption And Decryption Speed

The main functions of decryption and
encryption are similar. They are computed by
comparing the length and size of the secret
message and the secret key. The time it takes to
decrypt or encrypt a message depends on the
condition of the secret key and its size. Figure
8 depicts the Encryption/decryption time for
different image sizes and secret key lengths

Encryption/decryption time for different image
sizes

0.03

0.025

0.0.

N

0.015

0.0

[t

0.005

d

0
=1
H128 x 128 m256 x256

| II| II | II | O
d=2 d=4 d=8

m 353 x 398

d=16 d=32

384 x384 mS512 x512

Figure 8: Encryption/Decryption Time For Different Image Sizes And Secret Key Lengths

Table 7 shows the computational cost
calculation for cost efficiency; where Te represents
the time for one exponential operation, Tb
represents the time for one bilinear operation.

Table 7: Computational Cost

CP-ABE +
Hidden Access
policy [23]

4Te 3Tb

CP-ABE + 3Tb + Te
Partially
Hidden Access

policy [24]

4Te

Scheme Encoding Cost | Decoding Cost
** ok

CP-ABE + 3Te 3Tb

Hidden Access

policy [22]

CP-ABE + 3Tb + Te
Hidden Access

policy [25]

3Te
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CP-ABE + 3Te 2Tb + Te .
Hidden Access key sensitivity(d=4)
policy [26] 100.00%
Proposed 3Te 2Tb + 2Te 50.00% I I I
0.00%

4.9.1. Effectiveness key sensitivity analysis of
the scheme

The generation time of k1 is t1, and t1 = 0.00256s.
The generation time of k2 is t2 and t2 = 0.00047s.

The key generation efficiency is 11, nl = 7799.54b
/s, and the pseudo-random number generation
efficiency obtained by the linear congruence
algorithm is 12,

n2 = 600bit / (tI+ t2) = 600bit
(0.002565+0.00047s) =198216.06b /s (14)

In the research, the ratio of generation efficiency to
quantum random key efficiency is p,

p=n2/Mm1=198216.06/7799.54=25.42  (15)

key sensitivity tests (d =1)

100.00%
50.00% I I I I
o000 I I .

Baboon Pepper Plane

u Case 1 NPCR(99.6094%) = Case 1 UACI(33.4635%)
Case 2 NPCR(99.6094%) m Case 2 UACI

D=1

Key sensitivity tests (d =

100.00%
80.00%
60.00%
40.00%
20.00%

0.00%

Lena Baboon Pepper Plane

B Case 1 NPCR(99.6094%) m Case 1 UACI(33.4635%)
Case 2 NPCR(99.6094%) m Case 2 UACI

D=2
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Baboon Pepper Plane
B Case 1 NPCR(99.6094%) ® Case 1 UACI(33.4635%)
Case 2 NPCR(99.6094%) m Case2 UACI
D=4

Key sensitivity(d=8)

100.00%
50.00% I I I I
0.00%

Baboon Pepper Plane
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D=9

key sensitivity (d=16)
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Figure 9: Results Of Key Sensitivity Tests (D = 1, 2,
4,8,16 And 32)

The results of the key sensitivity test are
shown in Figure 9. As the number of keys
increases, the pseudo-random number's efficiency
will improve, which will make it more useful in
generation of keys. The ratio of the pseudo-
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random to the quantum random key will also
increase, which shows that the former is more
efficient. Likewise, figure 10 shows the Results of
plaintext sensitivity tests. A typical attacker makes
a small change in the plain image and then
observes the changes in the cipher image. This
method can break the encryption process if the

change is small. On the other hand, differential
analysis is useless when the attacker discovers the
relationship between the two. Plain text sensitivity
can be computed by comparing the NPCR and the
Unified Average Change Intensity (UACI). For
instance, if an input is changed slightly, the output
changes significantly.

(d=32)

Plaintext sensitivity (d=4)

100
80
40

0

128 x 128 256 x 256 353 x 398 384 x 384 512 x 512

2

o

5 NPCR (99.6094%) Lena = NPCR (99.6094%) Baboon
= NPCR (99.6094%) Pepper  NPCR (99.6094%) Plane
mUACI (33.4635%) Lena  mUACI (33.4635%) Baboon
®UACI (33.4635%) Pepper B UACI (33.4635%) Plane

d=4

Plaintext sensitivity tests (d = 32)

100
80
60
o0 |1 0 0L
0
128 x 128 256 x 256 353 x 398 384 x 384 512 x 512
u NPCR (99.6094%) Lena = NPCR (99.6094%) Baboon
= NPCR (99.6094%) Pepper NPCR (99.6094%) Plane
WUACI (33.4635%) Lena WUACI (33.4635%) Baboon
mUACI (33.4635%)  Baboon W UACI (33.4635%)  Pepper
®UACI (33.4635%)  Plane
d=32

Figure 10: Results Of Plaintext Sensitivity Tests (D = 4 And 32)

sizes. For tests, we only selected groups with
256*256.1In this paper, we introduce the concept of
group images, which are composed of three

4.10. Running Efficiency Analysis

For our proposed encryption algorithm,
we consider the efficiency of its transmission. In
this paper, we introduce 3 groups with different

——————————————
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images. The test results revealed that the proposed
algorithm achieves good transmission efficiency.

Computational time (Sec)

27 (28 Proposed

Figure 11: Computation Time With Different
Related Works

In addition to the security aspect, the running
speed is also an important factor that can be used
to measure the image encryption scheme. Figure
11 shows that the time complexity of computation
is also significantly reduced compared to that of
the existing methodologies.

5. CONCLUSION

Due to the increasing number of
applications of communication and networking
technology, encryption has become an effective
method for protecting the secure transmission of
data. This paper shows the three-tier framework
for secure image storage, authentication, and
communication. An image scrambling procedure
has been investigated on two levels. The
procedure was performed on various images to
evaluate their performance. By calculating the
NCAR, entropy, and histogram graphs, where the
requirements have been confirmed. Our proposed
method surpasses a previous approach in terms of
security, key generation efficiency, and cost
efficiency. In the future, there will be another
phase before the encryption key is applied to a
particular site. This will make the confusion on
the site even worse. An additional phase will
allow developers to create more complex
encryption methods.
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Abstract

Grayscale images are images that contain only intensity values. We use a process where we capture
a grayscale image and give an image that is in semantic colours and tones of the input. This process
is known as Image colouring (for example, the model colours it to hot pink). Image colouring can
be used in many areas, including old black-and-white photography, old film, medical and scientific
image colouring. Colouring is very important, but rewarding, because a colour image that looks
natural must be taken from every grayscale input. Existing approaches to colouring black-and
white images rely on manual human annotation. This often leads to incredibly desaturated results
as true colouring. With less degree, the colour is more subdued (more black or white is added).
Unlike traditional old-fashioned techniques, neural network-based colouring techniques are fully
automated that do not require human assistance. From a variety of colouring techniques such as
automatic colouring, semi-automatic colouring and hand colouring, convolutional neural networks
and deep neural networks are chosen because they can process image classification and recognition
datasets with high precision. In this paper, we are going to use the Convolutional Neural Network
(CNN), a deep learning algorithm which is mostly used to analyse an image visually and
Autoencoders, which reduces dimensionality of the input.

Keywords: Deep Learning, CNN, Autoencoders, Image Colourization.
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|. Introduction

Although classic image grouping methods are
widely used in pragmatic situations, significant
issues with their implementation arise, such as
disappointing impacts, low classification
accuracy, and poor adaptable capacity. For
classification, this approach divides picture
feature extraction and categorization into two
parts. The deep learning model has a strong
learning ability, allowing it to combine the
feature extraction and classification processes
to complete the image classification test and so
enhance image classification accuracy. The
process of taking a gray scaled image as an
input and resulting in a colourized image that is
constituted by semantic colours and tones is
generalised as Image colourization. Use image
colouring technology to highlight old grayscale
photos and restore old memories with the most
appropriate skin tones and textures.

The goal is to remove colours from colour
pictures at the transmitter while maintaining
colour information so that the image may be
recoloured at the receiver. The reason behind
this methodology is to exploit the smaller size
of gray images. On the receiving side, the
colours are restored and the colours in the
image are changed. This method of encoding is

called Image De-colourization.The
convolutional layers' objective is to use
convolution filtering to extract possible

features. The intricate layers will usually get
the input (for example, a 2D picture) and keep
a specific form of kernel over it. The features
that we wish to find are represented by the
kernel. At each step, the kernel values multiply
the input, and then the output is subjected to a
non-linear activation function. The actual
image entered as an input is turned to a filter
map in this manner. Multiple levels of
abstraction can be created by stacking intricate
and aggregating (pooling) layers over each
other. Many well-known image classification
architectures such as AlexNet, VGG16, and
ResNeta are created in a similar way. | merged

CNNs with auto encoders for the capstone
project, resulting in a family of architectures
which is known as intricate auto encoders. The
grayscale image is the input for such a network
(1channel), with the outputs being the two

colour layers (a/b layers of the Lab
representation).

1. LITERATURE SURVEY

0 A. Overview of image colourization

and its applications
Authors: Hao Wang, Xeudong Lin (2021).

“This publication outlines an approach to
image colouring. In addition, we classify image
colouring approaches into three groups,
describing common methods and applications,
and evaluate their strengths and weaknesses
with respect to future development trends. In
terms of image quality and real-time
performance, the results show that model-based
colouring has a better colouring effect than
other methods™[1]

0 B. Deep learning for automatic
colourization of legacy grayscale aerial
photographs

Authors:  Quentin  Poterek, Pierre-Alexis,

Herrault, David shreeren (2020)

“This article introduces a deep learning model
called a conditional generative hostile network
that enriches older images by forecasting the
colour channels of the grayscale image which
is taken as an input. Two ortho photographs
(captured in 1956 and 1978) covering the entire
Eurométropole de Strasbourg were coloured
using this technique. To evaluate the
performance of the model, two strategies were
proposed. In the first one, the evaluation of
colour photographs are done using metrics like
peak signal-to-noise ratio (PSNR) and the
structural similarity index (SSIM). Next,
grayscale and colour photographs were
subjected to random forest classification to
extract land cover classes. The results showed
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that the mapping between grayscale images and
colour images are learnt by the model over a
huge area with PSNR = 25.562.20 and SSIM =
0.93 0.06. In addition, the 1956 and 1978
colour data-based land cover classifications
showed a significant increase over grayscale
images, with improvements of + 6% and +
17%, respectively. Finally, we have visually
evaluated the reliability of the generated image.
In conclusion, the deep learning model is
generalised as a potent tool for improving the
radiation characteristics of past aerial gray
levels. It is also believed that the proposed
method may serve as the foundation for future
work 13 aimed at facilitating the use of aerial
archives for landscape reformation.”[2]

0 C. Unpaired
Translation Using
Adversarial Networks

0 Authors: J. -Y. Zhu, T. Park, P. Isola
and A. A. Efros(2020).

Image-to-Image
Cycle-Consistent

“Using a training set of image pairs that are
aligned in order to understand mapping
between input and output images is the sole
purpose of image-to-image conversion, a class
of visual and graphics tasks. However,
matching training data is not available for many
issues. If we don't have an instance of the pair,
it provides a way to learn the conversion of
image from X (source domain) to Y (target
domain). Using hostile loss, we train the mapG:
XY so that the distribution of the image of G(X)
from the distribution Y is indistinguishable.
Associate this with the reverse map F: YX,
which is so unconstrained(and vice versa) that
the cycle is inconsistent due to pushing F (G
(X)) X. For many tasks for which matching
training data is not available, qualitative results

are reported, such as B. collection-style
forwarding, object deformation, seasonal
forwarding, and  photo  highlighting.

Quantitative comparisons with many previous
methods show that our approach is
superior.”[3]

0 D. Single image colourization via
modified cycle GANAuthors: Y. Xiao, A.
Jiang, C. Liu and M. Wang

“The necessity of this work is without personal
intervention, we have to colour a single
grayscale image. Most existing approaches
attempted to reliably restore unknown
groundtruth colours and required paired
training data to optimise the model. Our
performance was limited by ideal repair goals
and strict training limits. We formulate
colouring asl4an image-to-image conversion
and provide a CycleGAN- inspired colour
CycleGANsolution. It has also been proposed
that the loss of semantic identity is high and the
loss of colour is low due to model optimization.
Using RGB colour space, training and direct
prediction both are enabled using this method.
This makes data collection for training much
more simple and common. Our model is trained
with randomly selected images from PASCAL
VOC 2007. Grayscale SUN is used to studyall
loss function ablation and compare it with state-
of-the-art  technology.Experimental  results
show that reducing training losses can increase
content consistency, reduce artifacts, and create
more realistic colours. Also, because our model
is bidirectional, the proposed approach creates
a by-product that provides an ideal alternative
solution for graying colour images”’[4]

0 E. Learning from paired and unpaired
data: alternately trained cycleGAN for near
infrared image colourization

Authors: Z. Yang and Z. Chen

“At the Grand Challenges presented by the
IEEE International Conference on
VisualCommunications and Picture Processing
2020, this presentation features innovative
Near Infrared (NIR) Image colouring
Technology (VCIP). A CycleConsistent
Generative Adversarial Network (CycleGAN)
with a tight cross-scale connection is set up to
understand colour conversions from NIR to
RGB domains that are done based on paired as
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well as unpaired data. Due to the limited
number of NIR and RGB images paired, we use
data expansion techniques such as cropping,
scaling, contrast, andmirroring to extend the
variability of the NIR domains. CycleGAN was
developed to 15 learn explicit pixel-level
mapping from paired NIR RGB data and
implicit domain mapping from pairless data
using alternating training techniques. The
technique was tested and validation data (AE)
was used to compare the structural similarity
(SSIM), peak signal-to-noise ratio(PSNR), and
angular error with the traditional CycleGAN
method. The results of the experiment support
the actual proposed colour scheme.”[5]

I1l. PROPOSED ARCHITECTURE
A. Modules
Module 1: BUILDING DATA

o We can get a grayscale channel from
any coloured image, thus colourization of data
is available everywhere.

o We will be wusing the Image
Colourization dataset that is available in kaggle
for this paper.

L The dataset used from kaggle will
possess 25,000 224x224 grayscale as well as
normal images.

Modules 2: DATA PREPARATION

o Rather than selecting individual
grayscale photographs, we iterated through the
available dataset images and transformed them
to lab space (gray-scale) images.

o We cropped all of the photographs to
224x224 pixels to keep the modifications to a
minimum, since this is the size that has been
used in that architecture.

o We used Lab colour space to convert
the RGB input image into two images: the
grayscale input of 224x224 pixels and the
output, a/b layers (shape: [2, 224, 224]).

[ After the conversion of pictures to Lab,
we normalised the layers in the same way we
did before. We multiplied the grayscale
channel by 100, resulting in values in the range
[0,1]. Then we multiplied the a/b channel
values by 128, yielding a range of [-1, 1], that
is appropriate for the last activation of the
network, i.e, tanh activation function.

Module 3: MODEL AND TRAINING

[ ] It is preferable to convert the photos to
float for the model to learn rapidly. We also
need to normalise the picture channel values so
that they fall between 0 and 1, else the gradients
will go out of control.

o The encoder is made up of three
Convolutional Layers with increasing numbers
of filters, followed by a 256-unit Dense Layer
for generating latent vectors.

[ The Autoencoder's decoder part tries to
decompress the latent vector in order to match
it to the input. The input to the Decoder in our
scenario is a form layer (None, 256). It's
followed by a stack of three De Convolutional
layers, each with a decreasing filter number. In
this scenario, we ensure that the final layer is in
good form (None, 32, 32, 3).

Finally, we fit the model, which takes an input
and then returns an output.

Module 4: EVALUATION

[ Choosing a decent evaluation criteria is
difficult because colouring is subjective to a
large extent, in addition to this different
variants can be judged acceptable.

[ The MSE loss function has some
drawbacks because of the multimodal nature of
the colourization problem - asingle grayscale
image can correlate to a variety of acceptable
colour images. As a result, the model prefers
de-saturated hues over bright, vibrant colours
because they are less likely to be incorrect (and
so incur a high MSE penalty).
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B. ALGORITHMS/TECHNIQUES
USED

The algorithm that we have used here is
Autoencoders.The Encoder is the First
component which takes variable sequence
length as Input and converts it to fixed-shape
state. The state is also called bottleneck, which
is where the maximum information of the input
image is stored in a compressed manner. It
enables only the most important information to
flow through to the decoder. The decoder is the
last part, which transfers the encoded state to a
variable-length sequence. This is known as an
encoder-decoder  architecture, which s
illustrated in the below diagram.[6]

FIGURE 1. Architecture of Encoder and
Decoder.

Input | Encoder +—| State —| Decoder —=| Output

Convolutional neural networks(CNN), used for
visualisation of the image after it is through the
decoder component in Autoencoders. First step
is sliding over the image spatially by
computing the dots, but keeping the full depth
of the input volume and for each filter we’ I
get an activation map. Number of filter is
chosen in 2n, where n € Z+.

FIGURE 2. Convolutional filter.

Depthwise Pointwise

Each filter stacks upon itself with different
depth of input resulting in a feature hierarchy
of activation map. These activation maps
generated by the filters are then stacked up in
depth and fed into the next convolutional layer.

FIGURE 3. Different levels of filter stacked
upon resulting in activation map.

IV. METHODOLOGY

Autoencoders said to have a unique feature
exhibiting their input is more or less equal to its
output by devising feed forwarding networks.
Autoencoder changes the input into
compressed data also called as latent space
representation, which forms a low dimensional
code and soon retraces the input to form the
desired output with the help of CNN, after
stacking layers of activation map for the
respective image in volume representation in
columns. After the convolutional layering, the
dataset will be trained for the image
colourisation. In a nutshell, the primary
objective is to minimise distortion in between
circuits and colourise the image that was an
input from the dataset which was taken from
kaggle.

A. COMPONENTS

Autoencoders are composed of three major
components, that are Encoder, Decoder and
Code. Feed forwarding mesh is formed when
the encoder and decoder are fully coupled. The
code will be acting as a single layer with its
own self  dimensions. We must set a
hyperparameter and the core layer constitution
to construct an Autoencoder. In a more
sophisticated fashion, the output network of the
decoder mirrors the input encoder. Only with
the assistance of the coding layer, the decoder
can produce the desired result.[7]

As certain, the encoder and decoder have
identical dimensional values. Size of the code,
number of layers, and total number of nodes in
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each layer are crucial parameters to establish
when using an autoencoder.

FIGURE 4. Simplified
Autoencoders

Illustration of

Input Output

Encoder Decoder

All the nodes in the middle layer determine the
code size. The modest size of a middle layer is
recommended for optimal compression. The
autoencoder's layers can be as deep or as
shallow as you like. In both the encoder and
decoder, the number of nodes in the
autoencoder must be the same. The decoder and
encoder layers must be symmetric.In a stacked
autoencoder, both the encoder and the decoder
have one invisible layer. It is made up of
handwritten pictures that are 28*28 inches in
size. You can now create an autoencoder in the
invisible layer with 128 nodes and a code size
of 32. Use this function to add a large number
of layers.

" model.add(Dense(16, activation="relu"))
model.add(Dense(8, activation="relu")) "

Now the input of the next layer is the added
sum of output of these layers .In this dense
method, this is the callable layer. The decoder
performs this function which uses the sigmoid
method to get output in range of 0 and 1. Since
the input lies in between 0 and 1.

FIGURE 5. (a) Gray Image (b) Coloured
Image

(a) (b)

This method uses prediction to reconstruct
input from an Autoencoder. The individual
image test is then performed, with the output
being similar but not identical to the input.The
autoencoder can be made more efficient than
this by adding numerous layers and multiple
nodes to layers which results in overcoming
these challenges. Making it more powerful, on
the other hand, results in a replica of the data
that is similar to input. However, this is not the
expected outcome.

V. RESULTS AND DISCUSSIONS
A Expected Outcomes

Since we are using a model, we will be getting
the outcome in the console.

The expected outcome is that the web app is
running to colourize the black and white image
uploaded by the user.

B. Performance Evaluation

Here we have dealt with execution time ,epochs
, accuracy and loss.We have tried with different
epochs and we could find that by increasing
epochs , the results can be obtained with high
accuracy and less loss. Increasing epochs can
provide good colour to the black and white
image.
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FIGURE 6. Accuracy can be increased by
increased epochs.
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Accuracy

Epoch
< Accuracy

FIGURE 7. Increased epochs will lead to
increased execution time.
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C. Comparison with Existing Systems

Based on the analysis we found 2 results. They
are as follows

Result 1: Based on this finding, every system
uses a pre-trained model to train their system,
which includes the caffemodel (ML model) and
prototxt (a text file that holds metadata of the
neural network).

Result 2: Every system in this criteria follows a
pattern of displaying the intended output in the
user-specified colour, making it a colourization
tool that responds to the user's request.

We used several techniques, such as auto
encoders, openCV, and CNN, to train the
dataset and obtain the desired output, which
colourizes the input image without prompting.
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Women’s safety is currently thought to be a big issue in both urban and rural settings. A variety of smart gadgets
and software were created to provide women with security. There are a lot of smart gadgets and applications on
the market, but they don’t offer a good answer and are too expensive. In this research, a novel machine learning-
based Blink Talk method has been proposed for women safety. EEG based on some blink talk algorithms for eye
blink detection. Initially, the EEG and eye blink signals are pre-processed using Discrete wavelet transform
(DWT). The pre-processed signals are fed into Stacked Denoising autoencoder (SDAE) for extracting the features.
In the next phase, the extracted features are used to classify the emotions of women through Multiclass Support
vector machine (MSVM). The classification results are sad, happy, normal, and fear; finally, fear emotion is
converted into text using GSM to the saved contacts and nearby police station and GPS scan the near radius
surrounding people to send the alert and help request message for the help needed person. The experimental
results reveal that the suggested approach provides high accuracy range of 98.04%. then the traditional machine

learning techniques.

1. Introduction

Women’s safety is in danger in today’s globe, particularly in India. In
the twenty-first century, women have made significant contributions to
society and have joined males in a variety of industries [1]. Women’s
crimes, such as harassment, molestation, eve-teasing, rape, kidnapping,
and domestic abuse, are not decreasing, but rather increasing [2]. The
government has taken many pre-emptive measures to prevent these
misbehaving acts, but nothing has changed the number of crimes and
they remain untouched. Currently, there are more crimes committed
against women than ever before. Harassment of women occurs not only
at night or during the evening, but also during the day at home, at work,
and even while shopping. Women are often scared of strangers and
worried about their safety. About 80% of our country’s women are
concerned about their safety [3].

According to survey findings, more than 370,000 incidences of
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women’s crime were reported in 2020, and women’s crime is gradually
increasing. Uttar Pradesh has 49,385 such incidents, followed by West
Bengal (36,439), Rajasthan (34,535), Maharashtra (31,954), and Mad-
hya Pradesh (31,954). (31,954). (25,640) [4]. The majority of crimes
against women (30.2%) were committed by a husband or his family,
followed by attacks on women with the goal of disturbing modesty
(19.7%), kidnapped and abducted of women (19.0%), and rape (15.0%).
(7.2%)

An electroencephalogram (EEG) is a method of measuring neuronal
activity using non-stationary electric potential signals from the scalp of
the brain [5]. A wide range of research has been conducted on
brain-computer interfaces (BCIs) based on electroencephalograms
(EEGs) for the purpose of women safety [6]. In EEG applications, effi-
cient algorithms are becoming increasingly important for detecting and
rejecting artifacts [7]. During an EEG, electrodes are put to the scalp to
record the electrical activity of the brain. This approach provides high
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temporal resolution and is safe, simple, and inexpensive to employ [8].
EEG data are frequently recorded and connected to physiological and
cognitive activities to better understand these processes. Wearable EEG
headsets are growing in popularity among those who want to analyze
their statistics on mental health, meditation, mindfulness, and sleep [9,
201.

Electrical field disturbances are very dangerous to EEG signals. Eye
blinks, in particular, drastically reduce the signal-to-noise ratio (SNR) of
recorded EEG readings by generating electric impulses when the retina
and cornea, or the eyes and eyelids, create an electric dipole. EEG in-
terpretations become unclear or may even be inaccurate due to eye-blink
artifacts in the EEG output. Therefore, it may be helpful to identify and
eliminate eye-blink components from any EEG investigation [10]. The
EEG may be utilized to get physiological data such as consciousness
levels, sleep phases, or simple eye blinks. The two types of Eye Blinks are
reflexive Eye Blinks and deliberate Eye Blinks. The simplest response is
the reflexive eye blink because it doesn’t involve any cerebral structures.
Intentional eye blinking, on the other hand, includes various parts of the
cerebral cortex [11,12].

In the current circumstances, Women want to work and be outside,
yet there is a lack of safety; many schemes, devices and techniques have
been established for women safety still it has some limitations such as
low-frequency noise removal, this is because of the chances of loss of
data inherent in the EEG signal. So, this paper proposes ML-based
methods in eye blink and EEG artifact detection for providing solu-
tions to the women safety. When an eye blink is detected, the suggested
method will activate and send the victim’s information and location to
the closest police station. The main contribution of our proposed
technique,

The main purpose of this study is to detect the need of paralyzed
people using blink talk.

In pre-processing stage, DWT (Discrete Wavelet Transform) is used
for filtering the eye blinks in EEG signals to avoid an erroneous brain
activity analysis.

In feature extraction stage, Stack Denoising autoencoder is used to
exact the reflexive Eye Blink and the intentional Eye Blink features.
The Multiclass classification is performed by Multiclass Support
Vector Machine (MSVM) for classifying the signals extracted from
the features.

The classified brain waves are converted into text and the text
message is sent to the nearby police station via the GSM module.
The proposed Machine learning-based Blink Talk method is evalu-
ated based on its specificity, and accuracy.

The remainder of this study was organized into five sections as fol-
lows. Section 2 outlines the literature survey, Section 3 includes the
proposed method named Blink talk, Section 4 comprises results and
discussion and finally, Section 5 encloses with the conclusion and future
enhancement.

2. Literature survey

In recent days several tools and methods were introduced by the
investigators mostly to progress the women safety with EEG signal.
Some of those methods are deliberate briefly in this section.

In 2018, Singh, H., Singh, J. et al. [13] presented a real-time eye
blink detection method. In the experiment, blinking is detected in both
controlled and natural environments. Blinks (both eyes blinking simul-
taneously), and left and right winks are detected by the blink detector.
Eye blinks left winks, and right winks were detected with 96, 92, and
88% accuracy in this study.

Yasoda, K. et al. [14] presented a fuzzy kernel support vector ma-
chine to automatically classify WICA artifacts in 2020. The suggested
technique removes EEG signal artifacts from the raw dataset automati-
cally. The proposed technique constantly improves artifact component
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detection and achieves a classification accuracy of 86.1%.

In 2021 Sivachitra, M. et al. [15] proposed Women Safety Patrolling
Robotic system to ensure the women’s safety. In order to patrol in its
designated region with the least amount of human interaction, the
suggested technique makes the best use of its characteristics, including
sound sensors, ultrasonic sensors, ESP cameras, and IoT. This means that
the community of women will benefit more from the proposed night
patrolling robot.

In 2021 Nivedetha, B. [16], suggested approach makes the best use of
its capabilities, including sound sensors, ultrasonic sensors, ESP cam-
eras, and IoT, to patrol in its designated region with the least amount of
human involvement. This means that the community of women will
benefit more from the proposed night patrolling robot. The suggested
system aims to protect women in society by giving them wearable
technology, encouraging them to be brave in any circumstance, and
leveraging the Internet of Things to convey the appropriate message in
an encrypted format.

In 2021 Tayal, S. et al. [17] proposed a simple and cost-effective
women’s safety device design and hardware implementation using
GSM, NodeMCU, and GPS modules are suggested. A push button on this
safety device must be pressed by a woman in the event that she detects
any risk. In this situation, GPS locates the women fast, and a GSM
module sends an emergency message to contacts who have been saved,
as well as to a nearby police control room. Additionally, the buzzer
signals passersby to assist the women. As a result, comprehensive pro-
tection for women is guaranteed.

In 2021 Hariharan, K. et al. [18] proposed an application with a
machine learning mechanism for warning and protecting female cab
passengers. The software also has extra features like real-time location
monitoring and incorrect route prediction. The advantage of this
application is that it has an auto mode for use in emergency scenarios.
Three machine learning models have also been tried, and the SVM
classifier performs the best with our dataset, with an accuracy of 89.5%.

In 2021 Gomathy, C.K. and Geetha, M.S [19] have proposed an
Arduino-powered wearable safety gadget for women. This device is
meant to protect ladies in case they encounter any threat. To commu-
nicate with other devices and provide alerts to them, the device employs
wireless sensor networks. The user’s location is shared immediately with
the appropriate authorities and stored contacts via GPS and GSM. The
proposed method enables many users to manage device functionality,
and the switch’s built-in authentication feature speeds up fault detection
and correction.

Various technologies and techniques were focused on women’s
safety with EEG signals according to the research review. Our proposed
machine learning-based Blink Talk method improves accuracy and re-
duces the computational cost.

3. Proposed methodology

The proposed machine learning-based Blink talk method aims to
bring out a solution for Women'’s safety without any outward or internal
harm to their bodies Due to the fact that none of the components come
into close contact with the women, the proposed blink talk model is
significantly safer and costs less than earlier models shown in Fig. 1.

3.1. Data acquisition

A peaceful setting, ten participants between the ages of 21 and 31
provided the raw EEG data and eye blinks. During one session, 6 to 8
trials of 20 s each of EEG signals were recorded. The volunteer was
required to blink 8 to 12 times during each trial. recorded the EEG
signals of women in two sessions separated by more than two weeks,
whereas the signals of the other women were recorded in one session.
MATLAB was used to process the EEG data from the Neurosky headgear.
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Fig. 1. The overall workflow of the proposed Blink Talk method.

3.2. Data pre-processing

For time-frequency analysis, wavelet transforms are employed. It is a
technique for data transformation that divides the data into several
frequency components and analyses each component according to its
resolution at that scale. Non-stationary signals include EEG signals. In
the study, DWT was used to split the collected EEG signals into their
frequency components, and properties of the frequency bands at the
decomposition levels were retrieved. The discrete values of dilation and
translation are represented by the parameters A and B in the discrete
wavelet transform. It is usual to practice discretizing the dilation factor
A using a logarithmic scale in order to link it to B by making B pro-
portional to A. Therefore, the normalized wavelet function can be dis-
cretized as follows,

1 T — yBoAj
¢(X7Y):;fﬂ<$> (@)
0 0

which is the result by taking A = A, and B = yByAg, respectively, the

Encoder,

Encoder,

O

O

O

O 0000

O
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bottleneck

integers x,y translation, regulate dilation, respectively. Ay is the fixed
dilation phase that is larger than 1. Byis the location parameter that is
larger than 0.

3.3. Feature extraction

The pre-processed signals’ redundant and irrelevant data are
removed at the crucial phase of feature extraction. The stacked
autoencoder is a multi-autoencoder ANN design that is taught using a
greedy layer-wise training technique. Each autoencoder is made up of a
middle layer, an output layer, and an input layer. The following
autoencoder of the layered autoencoder shown in Fig. 2 receives input
from a middle layer output.

The stacking autoencoder is extended by the SDAE. SDAE’s input
signals are tainted by noise. To decode and recover the blurred original
input G P = {p1,p2, ...pn}- These distorted input signals are transferred
using a sigmoid function to a hidden layer with units as,

Decoder,

Decoder,

O

O

O

OO0 O0O0

hidden layer

input layer

output layer

Fig. 2. Structure of stacked denoising autoencoder (SDAE).
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where W, q, and f represent the weight matrices, bias, and activation
function of the encoder on the first autoencoder, and S represents the
signal on the middle layer of the first autoencoder, respectively. The
weight and bias matrices are chosen at random during initialization. The
uncorrupted input Q = {q1,qz, ...qn} the estimation of P, can be recon-
structed by the decoder of the first autoencoder as,

Y =g:0(Z) =2(SQ1 +b) 4)

where S, b’, and g are the weight matrices, bias, and nonlinear function
of the decoder for the first autoencoder, respectively. To make the
feature vectors of the signals produced by the autoencoder smaller,
statistical characteristics are added to the set of wavelet coefficients.

3.4. Feature fusion

Feature concatenation is a crucial step in the domain of eye blink
pattern recognition. The various feature vectors are sequentially fused to
build a finalized feature vector for eye blink detection. The main
rationale for conducting this step is to consolidate all descriptor data
into a single feature vectors column, which can be effective in reducing
the error rates. The structural and geometric features are extracted by
the SDAE by eliminating the irrelevant features of the input image as
feature set 1 and 2. Then the fusion selection method selects the relevant
or particular features from extracted features and these features are
fused for the classification process.

3.5. Multi-class classification

A support vector machine (SVM) is an important supervised learning
approach and a useful technique for data classification. SVM identifies
binary classes by locating and employing a hyperplane class border that
maximizes the margin in the training dataset. The support vectors are
the training data samples that flow along hyper planes at the class
border, and the margins are the gap between both the support vectors
and the class border hyperplanes. Binary classification is done by SVM,
which can distinguish between two classes. Multiclass classification is
not natively supported by SVM. It makes binary categorization and
dividing data points into two classes easier. The similar approach is used
for multiclass classification after breaking the issue down into several
binary classification problems.

3.6. Eye blink to voice and message alert

The research study’s final module is this one. One of Python’s
modules, “imutils,” has a dictionary of face landmarks. contains points
for the right and left eyes, respectively, which can be used to access the
eyes. The eye aspect ratio (EAR) value has been utilized to identify
blinks in real time. Calculating and averaging the EAR of each eye’s
blinking results in the EAR of both eyes blinking. When the eye is shut,
the EAR value steadily approaches 0. The face is detected and the blink
detection system records the eye blinking.

Algorithm. Eye Blink Detection Algorithm

Measurement: Sensors 28 (2023) 100810

. Point feature extraction.

Eye aspect ratio (EAR) calculation.

Calculation of time duration.

Based on the duration of eye blink the input is considered as dot or dash.
Dot-Dash sequence measure code is converted into normal text.

Dot - Dash sequence is stored in an array.

NS v R v

This sequence is converted into the respective letter.

The eye blinks are recognized using the EAR formula following the
eye detection from the face. Now, the voice will be created from the eye
blink. Blinks from that initial eye must be noticed. When the eyes are
open, the EAR is constant; when they close, it becomes 0. Therefore, the
colour red is used to represent an open eye, while the colour green is
used to represent a closed eye. The eye-aspect ratio is,

[[v2 = wsll + [[vs — vs]|
21 = w4

EAR=

(5)

Where vy, vy, V3, V4, vs and ve landmarks on eye with (x,y) coordinates.
Each number on the virtual keys represents a specific requirement for
the people who are paralyzed. Durations of single and double eye blinks
are not constrained. Like when using the Morse Alphabet, respondents
were requested to leave a little waiting period at the end of each letter as
they entered words using their eyes only. In-letter space is the term for
this brief pause in the letters. On the other hand, individuals chose for
themselves the length of time between a single and double eye blink.
However, this period’s length must be shorter than the one that follows
each letter. The system’s only constraint during data entering is this.

In order to take Fig. 3’s blink detection action, the woman must keep
her eyes closed for a duration of between one and 5 s. Eye aspect ratio is
estimated based on which voluntary and involuntary blinks are differ-
entiated. If any voluntary blinks are detected, count of the blinks is used
to identify the emotions. Then, the fear emotion is converted into via
voice call and text message is sent by the GSM module about task given
for particular count of blinks. To turn the blink into voice, a GMS module
included from the dlib library converts the speech into a text message
and sends it to the nearby police station.

4. Results and discussions

The experimental design for the research was put into practise using
the machine learning toolkit MATLAB 2019b. In this result analysis, the
EEG signals were used for detecting eye blinking for classifying the
emotions of women.

4.1. Performance analysis

In this research the performance evaluation of the proposed Blink
talk based on machine learning is calculated based on specificity, ac-
curacy and sensitivity.

mn
spe = p— (6)
ip
= 7
e tp + fin 7
o tp+tn (8)

" total no.of samples

False positives and negatives are referred to as fp and fn, respec-
tively, in place of true positives and true negatives of the samples, tp and
tn, respectively.

In this proposed study, a testing methodology is used to classify the
emotions of the women for their safety. From Table 1, it is clear that the
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Fig. 3. Morse code of eye blink.

Table 1

Performance analysis of MSVM with SVM.
Models SVM MSVM
Testing accuracy 92.58 98.04
Training accuracy 94.29 97.85

suggested MSVM classifiers performs better than the traditional SVM.
Utilizing the metrics of specificity, sensitivity, and accuracy, the effec-
tiveness of the suggested model was assessed. The testing accuracy is
determined based on the raw dataset and testing accuracy is taken from
the real time signals as input is given in Fig. 4. Further, training and
testing loss is also evaluated based on the epochs is shown in Fig. 5 for

1.0 R
ok e AN A~ A s S TIAANAN A
/~',(‘ f W ATA'") (,r/ v v
v
!
0.8 1
0.6 1
0.4 4
Training
Testing
0.2 1
0 20 40 60 80 100

Fig. 4. Training and testing accuracy of the proposed method.

Training
1.0 A v Testing
0.8
0.6 1
0.4 A1
2 L\WV\M/\A/\MMM\_N\/W
0 20 40 60 80 100

Fig. 5. Training and testing loss of the proposed method.
multiclass SVM. This lower loss rate could lead to a higher accuracy.
4.2. Comparative analysis

Each ML classifier’s performance was evaluated to demonstrate how
much more effective the outcome of the suggested method is. The
sensitivity, specificity, and accuracy of each classifier are used to
determine the classification, and the MSVM classifier achieved an ac-
curacy of 98.04%. The Stacked Denoising Auto-encoder and Multi-class
SVM classifier integration produces a classification accuracy rate that is
higher than that of the existing models. The four conventional machine
learning classifiers, including SVM, RF, NB, and KNN’s suggested MSVM
model, are compared.

Table 2 shows the comparative performance of each classifier, and
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Table 2 Table 3
Comparative analysis of ML classifiers. Comparative analysis of ML feature extractors.
Classifiers Accuracy Sensitivity Specificity Models Accuracy Sensitivity Specificity
KNN 85.25 83.69 84.28 PCA 84.53 83.89 80.77
NB 91.23 92.54 93.25 LDA 92.05 90.25 91.68
RF 92.59 90.25 89.63 GLCM 93.85 89.32 91.89
SVM 94.29 91.85 90.65 AE 95.06 92.52 93.26
MSVM 98.04 96.25 96.48 SDAE 98.04 95.28 95.45
100 100
- |
95 | 95 =2
~ \
90 - 1 90 v
85 — 85
) 4
80 I 80 I
75 75
KNN SVM RF SVM MSVM PCA LDA GLCM AE SDAE

MAccuracy MSensitivity M Specificity

Fig. 6. Graphical comparison of machine learning classifiers.

Fig. 6 shows a graphical comparison. Table 3 shows the relative effec-
tiveness of each ML technique, and Fig. 7 shows a graphical comparison.

Table 2 displays the results of a comparison between the proposed
SDAE model and the four conventional ML feature extraction techniques
(PCA, LDA, GLCM, and AE). From the above comparison the SDAE yields
higher accuracy than the existing models.

5. Conclusion

In this research, a novel ML based Blink Talk technique has been
proposed for women safety. EEG based on some blink talk algorithms for
eye blink detection. Initially, the EEG and eye blink signals are pre-
processed using Discrete wavelet transform (DWT). The pre-processed
signals are fed into Stacked Denoising autoencoder (SDAE) for extract-
ing the features. The next stage uses the extracted features to categorize
the emotions of women using a multiclass SVM. The classification results
are sad, happy, normal, and fear; finally, fear emotion is converted into
text using GSM to the saved contacts and nearby police station and GPS
scan the near radius surrounding people send the alert and help request
message for the help needed person. The experimental findings show
that the suggested approach offers high accuracy within a 98.04% range
than the traditional machine learning techniques. The suggested clas-
sification model will be built to accurately anticipate the different
emotions in the future using deep learning techniques.
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Abstract: Industrial Wireless Sensor Networks (IWSNs), especially energy
resources, are scarce. Since sensor nodes are usually very dense, and the data
sampled by the sensor nodes have high redundancy, data aggregation saves energy,
reduces the number of transmissions, and eliminates redundancy. Many applications
can be used in IWSNs, and a new technique is introduced to detect multiple sen-
sors embedded in different sensor nodes. Packets created by different applications
have different properties. Sensors are resource-constrained devices because it is
necessary to find effective reaction analysis methods and transfer sensed data to
base stations. Since sensors are resource-constrained devices, efficient topologies
require data distribution from base stations for management, aggregation, and cloud
services in the business tier. To propose a Distributed time series Convergence
Routing Protocol (DTSCR) is introduced to detect the correct relay node from
the source sensors and transmit the data with the data aggregation node help of
the eDCP (Edge Data Collection Protocol). The node will send data to the target
source only when those in the process transmit the data, and the cutting edge of
the terminal generates a trusted merger. This method can provide a reliable and effi-
cient routing path scheme for information collection and dissemination with max-
imized packets exchanged between nodes and their Neighbor. Recognizes a specific
set of sensor network applications to be flexible to this measurable range. We are
also improving the DTSR roaming with both network size and node density.

Keywords: Distributed time series routing protocol; edge data collection protocol;
industrial WSN

1 Introduction

Wireless sensor networks are used in a variety of fields, from environmental monitoring to sniper
localization. Wireless components’ easy installation and reduced installation costs are the main reasons to
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consider wireless solutions for industrial applications. This has led to the increased popularity in the industry,
especially for companies interested in automating industrial processes. Wireless Sensor Network (WSN) is a
low-power wireless fine dust deep, low-power wireless dust detection with high-resolution CPU and
memory, and networking system with environment and major partner network strategies. The advantage
of wireless sensor networks is their flexibility and scalability. It is self-contained, and the wireless
communication capacity characteristics allow sensor nodes to be deployed in WSN mode without the
existing infrastructure in remote and hazardous locations. Wireless sensor nodes communicate directly
with other nodes in their vicinity and reach remote nodes via multi-hop communication. It has very
limited resources with limited power, bandwidth, processing power, storage,and computing power.
Therefore, when a fault occurs, the sensor node is mainly inoperable and irreplaceable due to energy
consumption. Improving the sustainable development and longevity of the network is a key issue in
modern research sensors. Power consumption is usually dominated by advanced wireless transmission.
The exhaustion of radio communication energy is directly related to any transmission on the network.
Reduce wireless transmission and increase the number of life-cycle clustering technologies for sensor
networks. As a result, the technology effectively coordinated pots, various sensor applications, robot
control, environmental control, offices, smart homes, the production environment, the human body
communication, and sensor networks are added, such as underwater lived. The main source of energy use
is data communication modules. Transmission and acquisition controls that devote part of the information
consumption measure more energy. Power usage measurement is mainly two basic parameters; the
amount of information sent, the communication range is used for the transmission. Conversely, suppose
the increase in the amount of information is an additional increment over the cost of transmitting the
information. It is used for communication to minimize the information, so the communication cost is also
reduced. In the rest of the paper, Section 2 describes the related work, Section 3 describes the proposed
Equations and Mathematical Expressions, Section 4 describes the result and discussion. Finally,
Section 5 describes the conclusion.

2 Related Work

Wireless sensor networks to detect indoor and industrial environments, avoid obstacles with obstacles
and include three-dimensional rangefinders for moving static and dynamic obstacle micro-flying robots. It
is only necessary to track the controller of the micro-flying robot. There are no complicated calculations
for micro-flying robots in the path [1]. But for industrial wireless sensor networks, it can guarantee the
reliability, so it is a useful task in low-power communication and harsh wireless environments. The first
QoS framework [2] provides a hybrid wired/wireless network that guarantees that any waiting time can
be combined and target reliability for each application.

The central fusion method requires communication and high-bandwidth computing of the processor fast
and is not robust due to a single failure point. The identification in this document is to estimate the parameters
of the space-time Volterra model in the network using the data distribution system to remove these
limitations. A large amount of data can be processed by assigning FC processing tasks to wireless sensor
network nodes [3]. Prototypes made from industrial production workshops provide high-reliability and
reliable wireless sensing with low application failure rates for measurement, thus providing more
confidence for industrial automation to realize what you can do during operation [4]. Based on these
characteristics, the risk analysis of industrial activities is based on real-time algorithms, and a large
amount of data is collected from within the wireless sensor network. The algorithm allows the sensor
node to the screen to receive signal strength indications and remaining energy information based on the
established risk analysis in this clustering data transmission structure based on the data collected by the
environment or equipment [5].
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An optimal delay control scheme based on the channel’s transfer delay can reduce the total time spent on
the sensor nodes by solving the common wireless channel function. Specifically, channel degradation has
been described by examining the probability density function of the received signal level across the speed
of the first industrial radio environment [6]. The key hybrid industrial system presents a comprehensive
demand/supply function analysis based on its first organizational method. Also, consider routing and
routing graphical signal sources. If the system is in low critical mode, first, the source route considers
each flow schedule in [7]. Clustering and routing are then grouped for a detailed analysis of the
relationship between large wireless sensor networks used for routing protocols for reliable and efficient
data collection. The node is connected to the maximum transmission distance constraint [8] and uses a
route backoff timer and gradient to produce an effective inter-cluster topology. However, the formation of
clusters is the overhead of the cluster head in this algorithm’s process. To solve this problem, wireless
sensor networks, many researchers have come up with the idea to make decisions using fuzzy logic.
These guidelines [9] can improve the network lifetime, and to balance the load on the sensor nodes can
be adaptively CH flexible.

An improved hierarchical clustering method has been proposed to achieve wireless sensor networks'
energy efficiency using overlapping and adjacent nodes in the sleep-wake mechanism. This minimizes
data redundancy, which in turn maximizes network life. Compared to previous hierarchical routing
protocols, which require all nodes to collect and send data, this method only occurs when the energy
consumption WSN critically performs these tasks [10].The priority table is formed by prioritizing the two
shortest paths to CH or sink according to some simple and efficient rules. The rule is to use some routing
metrics, such as range/power and remaining energy. Simulation results show that the proposed routing
protocol can also be integrated with more WSN [11] clustering algorithms. The cluster head (CH) is
selected based on energy, reliability, signal-to-interference plus noise ratio, and load residual parameters.
Intra-cluster routing is then done using a probabilistic routing method based on network coding. A fuzzy-
based clustering protocol helps determine the participating cooperative nodes (CNs) in a cluster [12]. The
condition for the cluster formation is that d-CPCCA does not fail to address the main components in any
cluster. SODCC is extensible and has the same or more complexity than other well-known SOA (Self-
organizing algorithms) information [13].

A new method for analyzing regional energy awareness clustering using individual nodes and regional
energy awareness clustering is wireless network energy. The head of the cluster is selected based on weights.
The weight is determined based on each sensor’s remaining energy and the average energy of all sensors in
each group. Improperly designed distributed pool algorithms will continue to separate nodes from the
channel. Such separated nodes communicate through excessive power consumption [14] sinks. The
attenuation model and the chamber model describe changes in the signal power from the propagation
distance and the opportunity. To minimize energy consumption, the Taylor series expansion in the
compartment model [15] is used to calculate the optimal number of clusters for different orders.

3 Equations and Mathematical Expressions

The proposed Distributed Time Series Convergence Routing Protocol (DTSCR) low packet
transmission, while establishing the connection will be provided with the effective data collection is
implemented with the intention of WSN. This industrial wireless sensor network collects sensing data to
send to base stations from the industrial environment with sink nodes' help. Trust the collected sensor
node data to send Edge Data Collection Protocol (EDCP) help. This proposal is made at WSN by
improving the aggregation rate by forming an intra-network, efficient data delivery to DTSCR. The
proposed implementation of link quality is based on low packet loss, transmission speed, throughput
performance.
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The proposed method block diagram is shown in Fig. 1. The problem associated with the maximum
number of shortest paths has not been considered to solve the network by using Bidirectional Topological
Sort (DTS) to improve the throughput and reduce the energy consumption of data collection, and the
network improves the life.

~

Sensors
Nodes Node

Sink node construction

Location

. . discovery ‘ Distance

Traffic
Estimation

QO
@ —

Route establish  |q—

-
—l_ Reconnection
network

Figure 1: Proposed method block diagram

A

3.1 Edge Sink Node Construction

When the sensor collects data from different corners of the tank is to WSN. Only energy resources
decreased absorption path length. Therefore, it isn’t easy to gain access to the network to reach all the
sensor nodes. The mobile receiving systems search to meet the navigator’s controls in a specific way and
create an environment with the maximum number of nodes at the entrance edge. A collection point (CP)
is considered to be each cluster at any physical location within it. The central point of each sink in DEPC
is assumed to be the CP of the sink node. After this, data collection will be completed through this CPS
to improve the network’s life cycle.

Algorithm steps

Step 1: Topological sort (Vertex I, node n) and graph g
Location n(x, y) where the node positions x as a vertical and y is horizontal in the network.
Step 2: identify the node edge point add it to the routing table as
For (i= Lstart(); i!=l.end; I++)
If (Lvisit[n(i)])
Add (1, g), stack(l).
End
For (i=0; i<l; i++)
If (visit (n) == false)
radd(n(i))
End
Step 3: Finally, unitized silk node and sorted node in network added to the routing table.

After this, the sensor node responds with the requested data along the original path. In this process, to
achieve in eDCP using a bidirectional Topological Sort algorithm to find the best path and collect the data
each sink in an industrial network.
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3.2 Traffic and Reconnection

The proposed TRSP method is suitable for reconnecting network structures separated from their larger
sensor element groups. By using this network structure to connect, efficient data collection is completed from
the sensor network. The data collection process is shows in Fig. 2. It is placed at the separation node’s exact
location to realize the reconfiguration process of the transportation network structure. In this method, the
distance measurement of the sink node and the center average point analysis method are split into two
parts, as shown in Fig. 3. First, the gap of affected nodes in transportation networks was measured using
time-based traffic estimation. Let us consider the edge of the sensor network as 'l and node position
vertex as 'the integers value points are ‘X’ and Y.

Sink node position = ZDir(v(i)) (1)
i=1

Algorithm steps

Step 1 initialize the network node vertex as v and node as n and variable x, y.

Step 2: identify the node position in the network area using Eq. (1).

Step 3: compute the distance point into the sink node

distances = Y, .., dis(root, n(i,j)) )
Step 4: participate node list add to the routing table following Edge sink node construction algorithm steps.
Step 5. establish the center point on the network and route between the two nodes.

The sensor network is separated from the network by multiple sensor nodes whose nodes do not
participate in the network operation partition. Where Eq. (1) estimates the sink node direction and
position in the network.

3.3 Time Series Edge Data Collection

The sensors in a particular cluster node are time series adhesives. Therefore, it is very likely that
collecting and sharing data about one’s own future commemorative events are the same. Spatially
correlated observation measurements are used to provide WSN time-series data at intervals between
sensor nodes. Let us consider the nodes, N1, N2, N3, where the sensor records similar time-series
observations in the past.

b — collection(time(nl, n2, n3)) (3)

The data collection process is shown in Fig. 4 from Eq. (3), the sensors are N1 and N2, and the
observation (b) is based on N3, the nodes observed in the same time series.

Algorithm steps

Begin initialize the network nodes and sink node sn

For each n to sn
Estimate the collection observation time using Eq. (3).
The observation data transmit to the Access point of the base station.
The actives are store in the routing table.

End
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In this method group, a dynamic sensor node uses this time correlation. A node in the sensor’s
immersion step also has a strong chronological correlation similar to observations.

4 Result and Discussion

The purpose of our simulation is to observe the appearance of wireless networks. The iterative
environment is designed using NS-2 (C++ language algorithm) and is used as a semantic tool for
command languages. It leads the allowance for the Advanced Tools Command Language (TCL). The
proposed method is performed using a simulation of all networks, after which all code is written into a
TCL script. According to the simulation result, the given output simulation result is taken.

Table 1: Simulation parameters of the proposed method

Parameter Value
Number of nodes 100
Packet size 512 kb
Data size 40 mb
Number of packets 80

Routing protocol

DTSCR, AODV

Above Tab. 1 this shows that it is an 0T cloud performance evaluation using the simulation parameters
of the proposed method. This section analyzes the routing performance, throughput analysis and time
complexity of data packets, which we are discussing.
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Figure 2: Network initialization process

These industrial sensor node points are shown in Fig. 3 for the process with the network. It node is
created in windows with the help of geometrical x and y-axis points.
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Figure 3: Data collection process

Fig. 3 shows the collecting of the data from sink nodes with the help of DCP sinks. The proposed method
Distributed time series Convergence Routing Protocol (DTSCR) compare to the existing method Distributed
Graph Routing Algorithm (DGR) and Q-learning reliable routing (QLRR) are analyzed.

number of the packet received

4

ket deli tio =
packet aefivery ratto several packet send

According to the analysis in Fig. 4, the proposed method DTSCR is compared with the existing
method QLRR and the data packet transfer ratio DGR. The results show that compared with the existing
method DGR, this method has a 93.4% higher data packet transfer rate than 85.7%. Data packet delivery.
Provide 91.2%.

93.4
= QLRR
EDGR
80 85 90 95

Packet delivery ratio in %

Figure 4: Average packet delivery ratio

This is to obtain the total amount of data received in the last packet, defined as the source from the
destination packet divided by 1000. Throughput is the number of bits transferred per second.

Throughput packetsize % recv.packet * 8.0/1000 5)

Fig. 5 shows the experimental results of the comparison of Throughput Analysis of existing method
DGR, QLRR, proposed method DTSCR, against the 1800 kbps of 200 s. Similarly, the existing method,
DGR, QLRR method, has 845 kbps, 934 kbps for 200 s.
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Figure 5: Comparison of throughput analysis

Fig. 6 shows the comparison of the proposed method and the existing method of time complexity taken
different nodes like 30, 60, 100 nodes. The proposed method provides less time complexity compared to
other existing methods. The proposed method DTSCR has 224ms of less time complexity compared to
the existing method QLRR and DGR.
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Figure 6: Comparison of End to the End time delay

In this comparison of the proposed method DTSCR and the existing method, QLRR and DGR routing
packets are shown Fig. 7. In this analysis of the proposed DTSCR method, results provide 92% for 200 s, and
the existing method has 71%, 64%, and 30% for 200, 180, and 160 s of rate.
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Figure 7: Comparison analysis of routing packets
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5 Conclusion

This research aims to the transmission time of each sensor deployed in the network to find the time-
consuming selection of the appropriate sensor nodes to improve the life cycle of the sensor network.
Within the surveillance area, scatter sensors have two ways to send observations to a receiver, either
single or multi-hop. When multi-hop communication is adopted, the nearest sink node is ejected early.
There can be holes near the sink node for heavy traffic because its packet demand is higher than other
nodes—this issue overcome to use the DTSCR method to reduce data communication and higher routing
packet. The eDCP performs collected data on each edge node. It reduces time delay communication
between the nodes if any path or new node enters the network, the re-establish network using Topological
Sort (DTS) algorithm. The proposed method DTSCR 93.4% of packet delivery ratio, 92% of routing
packets, and 224ms time delay compared to the existing method. The proposed algorithm provides higher
efficiency of throughput performance, lower packet loss, end-to-end time delay, and packet delivery rate
than previous methods.
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Abstract: Energy management and packet delivery rate are the important factors
in ad hoc networks. It is the major network where nodes share the information
without administration. Due to the mobility of nodes, maximum energy is spent
on transmission of packets. Mostly energy is wasted on packet dropping and false
route discovery. In this research work, Fuzzy Based Reliable Load Balanced
Routing Approach (RLRA) is proposed to provide high energy efficiency and
more network lifetime using optimal multicast route discovery mechanism. It con-
tains three phases. In first phase, optimal multicast route discovery is initiated to
resolve the link failures. In second phase, the link quality is estimated and set to
threshold value to meet the requirements of high energy efficiency. In third phase,
energy model is shown to obtain total energy of network after transmission of
packets. A multicast routing is established Based on path reliability and fault tol-
erant calculation is done and integrated with multicast routing. The routes can
withstand the malicious issues. Fuzzy decision model is integrated with propose
protocol to decide the performance of network lifetime. The network simulation
tool is used for evaluating the RLRA with existing schemes and performance
of RLRA is good compared to others.

Keywords: Fuzzy model; link quality; multicast route; energy model; cluster
group; node lifetime

1 Introduction

MANET is one of the modes popular networks and important model for delay tolerant networks where
the nodes are communicating without the need of infrastructure and discontinued path exists between source
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and destination nodes. The information exchange among group of users was supported by the multicast
delivery mechanism where source node is linked to group of sink nodes. It can be illustrated in battlefield
where the commander sends message to group of soldiers without access point. In social networks and
applications, single user can share audio, video, picture, and messages to group of his neighbors or
friends. The packet delivery rate and energy efficiency can be improved by adopting Quality of Service
[1]. Due to fluctuation of routes and mobility of nodes, energy efficiency will not be improved in ad hoc
network in the presence of packet dropping. The power of the transmitter can be adjusted according to
support various applications. In this research, multicast routing Based energy efficient model is
introduced to attain high network lifetime by adopting various strategies and routing methodologies.

2 Analytical Survey

Kuo et al. [2] explored the Energy Efficiency optimization using cross layer design. The energy unit was
modeled using non convex mixed integer programming. This programming was formalized by considering
scheduling, energy management and routing. The problem is optimized using non convex programming. The
concept of branch and bound algorithm was used to identify the issues of energy during data transmission.
Riasudheen et al. [3] proposed the energy management of cloud assisted ad hoc networks to extend the
network lifetime. The communication between the head nodes and mobile nodes were frequently
monitored and renewed Based on performance metrics of networks i.e., overhead, route failure and batter
power of node etc. The maximum energy was spent on finding and connecting the mobile nodes. The fast
local route recovery mechanism was adopted to reduce the energy consumption. The intermediate nodes
were grouped together to form overlay network which consumes less energy if more link failure occurred.

Zhang et al. [4] developed an offline roadside scheduling algorithm to provide a better energy
consumption. The concept of on/off scheduling was to determine the slots for packet forwarding towards
the sink node through the channel. The size of contention window was adjusted according to the network
overload. If the density is more, the size can be limited to reduce the packet loss during packet
transmission. The optimization issues were solved by the non-linear programming to reduce the energy
consumption. Meanwhile the sub optimal issues were solved by the non-linear programming model. Peng
et al. [5] designed an energy efficient cooperative multi input multi output transmission for increasing
network lifetime of ad hoc networks. A new cooperative strategy was followed Based on random
distribution methods with various number of nodes. The synchronization and issues of internal packet
transmission were solved using spatial modulation technique. The information of transmission was
transmitted by cluster members with supporting nodes to achieve the flexibility. The energy consumption
of the cooperative strategy was estimated and compared with existing schemes and shown the better
performance.

Malekshan et al. [6] proposed the concept of joint transmission scheduling and power control
mechanism to improve the network performance. Due to unbounded network region and high node
density, the concept of asymptotic optimal scheduling and transmission power control was determined.
The basic limits of spectrum and energy model were determined to analyze the optimal scheduling. The
transmission power level was determined Based on optimal solution values. The continuous transmission
at each network slot was scheduled to improve the energy utilization and spectrum efficiency. Tilwari
et al. [7] presented multipath aware routing Based on node mobility, remaining energy and quality of
links in the network. The multiple parameters were aggregated into a single value Based on Q learning
concept in order to provide an optimal path decision. The status of nodes was evaluated in the presence
of path estimation and topology sensing method to obtain stable routes in the convergence network
region. During the selection of stable paths between source and sink node, least residual energy and more
mobility nodes were avoided to cope with route failures and network lifetime enhancement.
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Rao et al. [8] introduced the secure cryptography method integrated with energy efficient clustering
method to balance security and energy in ad hoc networks. The proactive routing scheme was
implemented with energy conservation scheme. The energy status and node mobility was focused in the
routing hierarchy before data transmission process. The energy cost was estimated and attained Based on
individual node energy estimation with the help of K-Means clustering along with Ad-hoc On Demand
Distance Vector routing method. For security, the packets were protected with advanced encryption standard.

Ramya et al. [9] introduced the enhanced range routing with on demand routing to improve energy
efficiency of network. Here only few nodes were participated for processing and receiving the data Based
on signal strength to reduce energy consumption and overhead. An adaptive strategy was adopted to
improve energy efficiency and transmission distance using enhanced range routing method. Here
individual zones were particularly monitored to attain maximum network lifetime. Kanagasundaram et al.
[10] proposed the multi objective ant lion optimizer to prolong the network lifetime and minimize the
delay. The weight factor was calculated on shortest routes to improve the energy efficiency of individual
node. The best and stable optimal path was selected to monitor the reputation metric, threat value and
suspicious activity between the nodes. The degree of vulnerability was determined Based on energy
conservation and misbehaving activity in the routes. The new performance metrics were introduced and
tested for increasing the energy of link state routing. The multipoint relay path was selected Based on
high integrity rate and maximum energy value.

Jubair et al. [11] presented a new link state routing called Bat Optimized Link State Routing (BOLSR)
protocol to improve energy efficiency of network in the presence of high mobility nodes. The maximum
energy was spent on route discovery and packet transmission period. The optimal paths were the solution
to provide high residual energy to improve the network lifetime. Both link state routing and bat routing
algorithm was used to identify the best routes Based on energy dynamic values. Fatima et al. [12]
introduced the strategies for reducing energy consumption using specific energy modela and dynamic ad
hoc on demand method. The power saving method was deployed to provide additional features of
Wireless Local Area Network (WLAN). A multi hop relay model was taken into a consideration to
improve coverage area with least energy consumption. Residual life battery monitoring model was
adopted to focus on the energy value of WLAN and IEEE 802.16 standards and technologies.

Kaur et al. [13] have reviewed and presented different fault tolerant routing algorithms and protocols for
ad hoc wireless networks. Various handling problems like node failures, link failures, and transmission power
and energy dissipation were analyzed and solutions were given to those issues. The overall performance
Based on throughput, reliability and network lifetime was recorded in the presence of fault tolerant
routing schemes. Ravichandra et al. [14] presented Fault tolerant QoS Routing Protocol (FTQRP) to
attain high tolerant route in the presence of mobile environment. Alternate routes are discovered if the
route breaks occurs. Packets are sent through alternative routes to achieve more packet delivery ratio.
Mobile nodes are randomly moving inside and outside the network. In previous work of this protocol,
genetic algorithm was implemented to address routing with the help of network redundancies. In this QoS
protocol, more fault tolerant rate has been improved than genetic algorithm.

Palaniappan et al. [15] introduced energy efficient QoS routing to estimate parameters of link reliability
with the help of fuzzy logic technique. While adopting this approach, routing layer will be more robust. From
the OSI architecture, link layer, routing and physical layer performs better. The Signal to Interference plus
noise ratio can be calculated using physical layer. The neighbor status and back off time can be estimated
for link layer. Data rate and data count information were calculated to decide the packet transmission
status. Chaudhary et al. [16] have made an analysis on fault tolerant methodologies to route packets along
the optimized paths. All the paths have threshold signal strength to achieve more energy efficiency. Route
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discovery and route maintenance are continuously monitored to avoid packet loss in the presence of link
mobility.

Tavakoli et al. [17] proposed efficient fault-tolerant routing algorithm for MANET. Network fault
tolerance and natural redundancy was successfully improved using this algorithm. Initially, selection f
backup routes and nodes were chosen by predicting reputation parameters. Fault tolerant routing will be
initiated once the selection of backup of nodes was over. The primary route between pair of source and
destination was estimated. Nallusamy et al. [18] introduced the new reliable protocol called Mobile Agent
Based Energy Efficient Reliable routing protocol to improve the link cost metrics i.e., network load and
link availability. All the mobile agents are randomly deployed and packets are transferred in a hop by hop
manner once it reaches the destination. From this traversal, node agents can collect the combine link cost
metrics and source agents may able to select the optimal path.

Rani et al. [ 19] have introduced the new concept of link optimization procedure to extract the bandwidth
efficiency using window channel. It was considered that previous obstacles and solutions were found to
improve the energy efficiency. The optimal network path was established from source to destination by
considering link cost metrics and node trust parameters. Meena et al. [20] proposed the topology
transparent routing to achieve the improvement in network performance. There are three different
network scenarios adopted to attain more gain. Network was kept as static and dynamic. Energy
estimation was done in the last scenario. Routing steps were modified according to the energy level of
mobile nodes. The concept of shortest path mechanism was established to achieve high energy efficiency.
Narayanan et al. [21] presented fault tolerant routing for selecting cluster head with maximum energy
efficiency. The link failure was mitigated by deploying local repair method. This method was utilized for
avoiding link breakages. However, this routing suffered from excessive routing overhead and more delay.

Nandhini et al. [22] developed an effective and secured message broadcasting model to achieve better
results over authentication with least energy consumption. The secure broadcast model was used to minimize
overhead Based on the evaluation of confidentiality and authentication through source node. The confidence
correlation measure was calculated to find the authenticated route between source and neighbor nodes. Gaur
et al. [23] introduced a multi-constraints integrated link Based multicast routing protocol while considering
Quality of Service (QoS) metric to improve throughput, and improve bandwidth efficiency of MANET. The
link stability factor was calculated to determine the number of stable links in the network. The authors used
the concept of mesh Based routing to support mesh communication while reducing link failures. The
proposed RLRA contains five sections. Section 1 deals with MANET overview and need for energy
efficiency. Section 2 surveys the various methods and protocols relevant to proposed approach. Section
3 discusses the proposed approach that contains network model and routing methods. Section 4 deals
with simulation results and last section concludes the proposed work.

The proposed work is contributed to improve reliability with following innovations

1. The path reliability metric is calculated Based on energy, bandwidth and delay values to ensure good
network lifetime.

2. Establishment of optimum energy model is to increase network energy efficiency.

98]

. Link availability is determined to maximize the packet delivery ratio.

4. Cluster group with network density is identified to face fault failures through the calculation of fault
tolerant ratio.
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3 Reliable Load Balanced Approach

In this section, Reliable load Balanced approach is developed to improve energy efficiency of nodes in
the network with optimal route selection in multicast route and energy efficient model. Before data
transmission process, the network model is introduced to attain maximum energy.

3.1 Network Model

In this phase, the topology of MANET is derived as T(n, r). Where n indicates nodes and r means routes.
Both are connected by the devices i.e., edges. The reliability of link is expressed as /. and residual energy of
node is expressed as E,.

3.2 Multicast Route Establishment Based on Path reliability

Multicast routes are established from source to sink whereas the secured data packets are forwarded
through routes. The routes are able to withstand dynamic environment, but it is difficult to identify
attackers in the coverage region. Mostly routes are used as disjoint routes. The remaining energy of the
node and signal strength decides the cluster heads and members which forms cluster region. Mesh Based
multicast routing is implemented to improve network connectivity by sending group of messages to many
sink nodes. The link reliability is determined Based on minimum packet dropping and reliable
transmission. This metric is determined from the link reliability (/.), residual energy (E,), delay (d) and
bandwidth (BW). The link reliability is estimated as,

—E, (M

where P, is the destination packets, P; is the packets loss, Py is the total packets and E,, is the energy wastage
on packet loss and retransmission of packets. During bandwidth estimation, the channel capacity and periods
of sleep node and active node during packet transmission are considered. In energy model, initial energy is E;
and transmission energy is £, The transmission energy is estimated Based on packet transmission », and
reception N, with respect to constant parameter (u, v) and it is derived as,

E =N *xu+N,xv 2)
The delay is measured from the propagation delay, processing delay and queuing delay. It is given

as,

d=d,+d,+d, 3)

The path reliability metric (Py) is measured as,

re=re () o (5) o (2202 ®

where Py + P, + P3 + Py, =1, T, is the maximum time for synchronization, /, is the number of links
available in the network.

Fault tolerant routes are defined with less number of lost packets. Neighbor node checks the reliability of
paths and hop count value and forward it to destination node. If the Sequence Number of the node is not
matched, neighbor node will resend the RRREQ packets to source node. If it is matched, the message
will be broadcasted to destination node. The destination node sends the reply packets containing path
reliability count. CH chooses maximum reliability count and check the fault tolerability of the paths.
The optimized fault tolerant route is discovered with having least energy nodes on active route inside the
network region. Route error (RERR) message will be received if the energy of node falls below the
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threshold value. Here the maximum transmission energy is 0.879 Joules as fixed in the simulation setup. CH
creates and chooses alternative path to the destination. Mesh routes are created Based on high path reliability
metric and number of fault tolerant routes with least cost metric.

3.3 Determination of Fault Tolerable Routes

Once the alternative paths are setup towards the destination node, neighbor node discovers the optimal
paths Based on the link quality estimation. Link quality defines that number of packets can be carried out
through the links which does not cause packet losses. It is calculated by estimating the Expected
Transmission Period (ETP). This period ensures no packet losses during data transmission. This metric is
used to find link capacity (/c) and packet size (ps). This ETP value will be stored in all mobile nodes
including source and destination. It is given as,

ETP; = ETC; * (IC/pS) (5)

where ETC is the expected transmission count for packets.

Fault Tolerable Routes (FTR) can be found as the sum of metrics of link, remaining energy, hop distance,
and ETP. It is estimated as,

1
FTR = (e*rek—i—go*——i—y*

_reliabili 6
a ETPk+p relia zzly> (6)

where €, @,y are the coefficients related to remaining energy, distance between two mobile nodes and
expected transmission period. Source node chooses path with maximum FTR. Source node sends
RRREQ message towards the next hop. Once it is confirmed, it is able to identify the presence of
destination node. The flag will be set if the destination address matches with address in the header field
of RRREQ. If not, the optimal route will be constructed towards the destination node.

3.4 Cluster Network Model

The cluster network model is illustrated to balance the load and energy. Cluster nodes are grouped
together to form a cluster and select Cluster Head (CH). In each cluster, one anchor node will be set to
monitor the behaviour of nodes and paths. The routes are computed Based on quality of links, remaining
energy of node and delay metric. The availability of links and delay are estimated. The epoch is defined
here to identify the movement of nodes from one location to another location with constant speed and
same direction. It is not same for all mobile nodes. Constant epoch length defines different epoch size.
The cluster multicast routes are established from CH to cluster members. The reason for choosing mesh
routing is to provide global connectivity and optimal solution to link failures. The failure rate and delay
is very low in mesh routing. Meanwhile it also supports cluster formation and discovery process. The
recovery of routes can be quickly done with the help of multicast routes. CH is the source node and
destination cluster members are the target nodes. These nodes are the end node who will complete the
data transmission process. CH sends bulk of messages to cluster members by creating multicast routes.
The routes are created and formalized for packet forwarding Based on link quality. Before that, link
availability must be tested to obtain quality.

The link availability L,(tcy 1 o) is estimated between CH and destination cluster member if the
constant epoch length persists. It is given as below,

La(tcr w cu) AA{tcn to tey + 1, avaliable} @)



CSSE, 2022, vol.41, no.3 867

If velocity is changed between two epochs, the link availability can be computed as,

La(tcr v em) = La(tenr) + La(ten) )]
If the mobility of nodes are independent, the exponential distribution of link availability is given as,
La(tcr o o) = [1 = E(tci o con)]” = e~ 2w ©)

The received signal strength indicator is used to identify the node location and node mobility inside or
outside the region. The square distance between the nodes is degraded by the link quality if nodes are moved
out of cluster. It is estimated Based on random variable o and given as,

):Oc+(TCHmCM—OC)

Ly(a
TCH to CM

(10)

Once the link quality is obtained, CH verifies the multiple link quality Based on threshold value. If links
are fluctuated and low value, it will be isolated for packet forwarding.

3.5 Data Transmission Through Multicast Routing

In this phase, CH sends CHM_Req packets to all cluster members to initiate packet forwarding. Cluster
members receive the request packets and replies vie CHM_Rep packets to CH. The destination cluster
members are determined to begin packet forwarding. Once confirmed, CH sends data packets to
destination CM via optimal routes. If any packet loss occurs, destination CM sends failure token message
to CH to reinitiate packet transmission. This token message contains packet failure information due to
errors. It may occur due to path failure or path overload. The residual energy is maintained among all
cluster members. If any packet loss occurs, destination CM sends failure token message to CH to
reinitiate packet transmission. If any error in the packet found, it will be immediately corrected using
forward error correction. Cluster members are the nodes which are actively participating to elect Cluster
Head (CH).The illustration of data transmission in cluster multicast zone is shown in Fig. 1.

@
—)

Figure 1: Data transmission in cluster multicast group

During data transmission, cluster messages are transmitted through optimal routes. It will be checked
and confirmed by the CH.
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3.6 Optimal Energy Model

In this phase, energy needs to be estimated during packet transmission and at the end of route
maintenance phase. The The energy consumed by the packets from node to node is evaluated. The
energy spent (Es) by CH and CM for packet forwarding is estimated as,

m m

ES:Zr(nr,nr—i-l)—er(wr,wr—l—l) (11)

r=1 r=1

where r indicates residual energy, m means number of nodes and # indicates epoch size, w indicates energy
wastage on packet dropping.

The residual energy is calculated as,
re = T — Ey (12)

where T} is the total energy allocated to nodes and F,, is the energy wasted on packet dropping. The
transmitter £; energy is given as,

E, = (Er,Egp) x t (13)

This energy is Based on energy spent for packet transmission E7 and route discovery process Erp.

The receiving energy E, is estimated as,
E, = (Ep,Eps) x 1 (14)

This energy is Based on energy spent for packet reception £z and packet arrival Ep4 at sink node.

The total energy Er is derived as
E,=E +E +E (15)
where E; is the energy spent in idle mode. The total energy of node is also estimated Based on power spent
for packet forwarding from CH to CM.

Total energy = Total energy for cluster group/packet delivery cost.

The algorithm 1 shows illustration of RLRA to provide high energy efficiency through optimal path.

Algorithm 1: RLRA algorithm

. Start

. CH initiates route discovery process

. CM joins routing and finalize destination CM
. Obtain the link quality

. If threshold link quality is not met

{

. Drop the route discovery process and reinitiate

. else

. Initiate packet forwarding

(Continued)
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Algorithm 1 (continued).

10. }

11. Estimate energy on transmitting and receiving section.
12. Find total energy and network lifetime

13. End

From the above algorithm, the total energy and network lifetime of sensor networks are estimated
through link quality determination and packet forwarding initialization. After route maintenance process,
the total energy and network lifetime will be estimated.

Fuzzy decision model for Fault tolerant

Fuzzy decision mechanism is used using Mamdani Fuzzy model. The inputs to the fuzzification are path
reliability and expected transmission count. It is converted as crisp values and given to fuzzy inference
engine. The values are processed and given to defuzzification. The values are converted into single output
i.e., network lifetime. If both crisp values are high, network lifetime will be high. Fig. 2. shows the
illustration of fuzzy decision mechanism.

Path Reliability =~ Expected transmission count
N n

u U Network lifetime

Fuzzification ﬁ

Fuzzy Interference
System

ﬂ

IF-THEN Rule

DeFuzzification

Figure 2: Fuzzy decision model

3.7 RLRA Frame Format

The Tab. 1 shows the illustration format of RLRA. First two field occupies 4 bytes by the identity of
cluster head and cluster member as well as link quality. The link quality field is used to provide optimal
solution for link failure and Route ID occupies one byte. The energy status of node is shown to know the
residual energy of node after packet transmission. Cyclic redundancy check is used to detect and correct
the packet error that occupies 4 bytes.

Table 1: Frame format

CH and CM id Link quality status Route ID Energy Status CRC
2 2 1 4 4
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4 Simulation Setup

The proposed approach is tested using network simulation tool. It is the open-source tool where it is user
friendly. The used language for NS2 is the tool command language which is the resemble of C++. The
simulation coverage area used for RLRA is 1000 x 1000 sq - m. The simulation settings are tabulated in
Tab. 2. The following parameters are used to validate the performance The following QoS metrics are
used to validate the performance of the proposed protocol with existing schemes.

Table 2: Simulator settings for RLRA

No. of mobile nodes 150 node

Routing protocol AODV

Area size 1000 x 1000 sq*m
Mobility model Random walk
Traffic Constant Bit Rate
MAC IEEE 802.11
Frequency for transmission 2.4 GHz

Data packet rate 5 packets/sec

Propagation delay: It is the delay where the packets are propagated from node to node during
transmission phase.

Network lifetime: It is the maximum energy after data transmission.
Packet delivery ratio: The ratio which is calculated from packets delivered to packets sent.

Overhead: It means that number of excessive packets present in link where packets may not able to
reach sink node.

Energy efficiency: It is defined as the maximum energy obtained to the total available energy.

The proposed protocol RLRA is compared with previous schemes MOALO [10] and BOLSR [11],
FTQRP [14].

Fig. 3 illustrates the energy efficiency analysis of RLRA, FTQRP, BOLSR and MOALO. From the
results, it is seen that RLRA achieves high energy efficiency than existing schemes due to presence of
energy model by consuming less energy for transmission and reception.

Fig. 4 shows the overhead of proposed and existing schemes. The overhead of RLRA is less compared to
existing schemes due to stable route discovery and link quality attainment.

Fig. 5 shows the performance of packet delivery ratio of RLRA and existing schemes. The RLRA
achieves more packet delivery ratio from the results. It is because of optimal route selection and effective
packet forwarding scheme.

Fig. 6 shows the results of propagation delay in x axis and simulation time in y axis. While varying the
simulation time, the propagation delay of RLRA achieves low value compared to existing schemes.

Fig. 7 shows the results of network lifetime. From the results, RLRA attains more network lifetime due
to least energy consumption of packets and optimal route selection. Tab. 3 shows the performance analysis
between prosed system and existing system.
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Table 3: Performance Analysis
Methods MOALO BOLSR FTQRP RLRA
Parameters
Propagation delay (msecs) 3.6-10.5 2.8-9.1 1.7-8.5 1.2-7.1
Overhead (Pkts) 7.6-20.5 8.1-27.1 6.3-14.5 3.8-9.6
Packet delivery ratio (%) 8-38 12-61 26-81 28-92
Network lifetime (epochs) 18-57 2468 38-91 42-95
Energy efficiency (%) 74-63 81-67 87-73 89-79

From the results, RLRA achieves more packet delivery ratio, more network lifetime and high energy

efficiency, less delay and overhead than existing schemes.
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5 Conclusion

In ad hoc networks, balancing both link failure and energy will be the major task. in ad hoc networks. In
existing schemes, it is failed to balance both metrics. In our proposed model, RLRA is introduced to meet the
challenges of ad hoc networks i.e., high energy efficiency and more network lifetime. Network model is
introduced to decide the level of reliability and fault tolerant. Multicast routing is established from source
to sink node Based on path reliability. The estimation of link quality is done Based on epoch size and
length and the optimal multicast routes are discovered from cluster head to cluster member. Energy
efficient model is integrated in the network to obtain total energy and save the residual energy. From the
results, RLRA achieves more packet delivery ratio, more network lifetime and high energy efficiency,
less delay and overhead than existing schemes.
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Abstract - A brain tumour is a type of cancer that is difficult to detect. As a result, it is more important for care to evaluate
nodules swiftly and appropriately for both men and women. As a result, numerous approaches for detecting brain tumors in
their early stages have been developed. A comparative comparison of multiple strategies based on machine learning and deep
learning for brain tumor identification has been offered in this procedure. There have been far too many approaches for
diagnosing brain tumours developed in recent years, the majority of which rely on MRI images. In addition, several classifier
methods are used in conjunction with threshold segmentation algorithms to locate tumors using picture recognition. MRI gray
scale images have been discovered to be more suitable for obtaining accurate results because of this method. As a result, most
MRI scan images are used to detect tumors in the brain. Furthermore, the findings obtained from approaches based on
machine learning and deep learning techniques were more accurate than those obtained from methods based on traditional
deep learning techniques. The deep learning method was proposed using the Convolutional neural network to predict the

outcome with high accuracy.

Keywords - Brain tumor, Convolutional neural network (CNN), Deep learning, MRI(magnetic resonance imaging), Threshold
segmentation.

1. Introduction

In recent years, health informatics systems have been
increasingly used to detect and monitor major diseases.
Artificial learning-based information systems are used to
monitor brain tumour disease. Brain tumors affect both men
and women and are caused by uncontrolled cell proliferation
in the brain. The brain is the physical body's command and
control center. It is responsible for carrying out all activities
across many connections and neurons. A brain tumour is one
of the most dangerous disorders caused by the abnormal
development of cells in the brain that affects the nervous
system's activities. Brain tumours come in various shapes
and sizes and can be either malignant or benign. Image
processing is the process of examining and modifying a
photograph to extract information from it. According to
figures from the World Health Organization, cancer is the
second largest cause of human death worldwide, accounting
for an estimated 9:6 million deaths this year. Because of their
aggressive nature, varied characteristics (types), and low
relative survival rate, brain tumours are often regarded as

among the deadliest cancers. The goal of this study is to
compile a list of reviews and technical literature on brain
cancer diagnosis. It provides an outline of the current brain
tumour treatment method. Image processing techniques were
used to enhance the brain tumour in an MRI dataset.

Brain tumour

Non- brain tumour

Fig. 1 Sample dataset MRI brain tumour images
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2. Background
2.1. Brain Tumors and Magnetic Resonance Imaging

Brain tumours can be intra-axial (e.g., gliomas) or extra-
axial (e.g., meningiomas or pituitary adenomas). Intra-axial
brain tumours are particularly difficult to treat, especially at
advanced stages, when they are usually discovered due to the
symptoms caused by the mass effect on the surrounding
brain. Treatment failure can be due to several factors,
including the limited capacity of current imaging modalities
to identify the boundaries of the lesion within the normal-
appearing brain parenchyma. Hence, more advanced imaging
techniques for assessing brain tumours and surrounding
structures are critical to improving overall management.
Extra-axial brain cancers also require special attention, as
these tumours (such as pituitary adenoma and meningioma)
can result in complications and long-term impairment.

MRI is the workhorse for brain tumour imaging in
clinical practice providing structural, microstructural,
functional, and metabolic information. Moreover, novel
advanced imaging techniques are continuously developed to
improve brain tumours' identification, characterization, and
response assessment. Hence, much artificial intelligence (Al)
applications in brain tumor imaging have been based on
MRI.

2.2. Deep Learning

Deep Learning (DL) is a subfield of ML concerned with
techniques inspired by neuroscience. However, Good fellow
et al. noted that neuroscience is no longer the primary source
of inspiration for deep learning. Recently, DL algorithms
have established themselves as a critical component of
medical image analysis tasks, such as object recognition,
classification, and segmentation. CNNs represent the most
often utilized DL algorithm for developing brain tumor
classification and segmentation techniques. CNNs can learn
the spatial relationships between voxels in an MRI scan. In

Convolution +RelLU

\

Pooling

CNNs, multiple filters are hovered on an input image to learn
different features that characterize the image.

A typical CNN model mainly consists of the following
components:(i)input layer, (ii) convolution layer, (iii)
activation function, (iv) pooling layer, (v) fully connected
layer, and a (vi) output layer. The input layer feeds the input
image into the network for processing by the successive
layers. Convolution, pooling, and activation functions are
used to extract high-level features from the image, whilst the
fully connected layer is used for image classification, object
segmentation, or object detection. The output layer generates
the network’s final prediction or results.

2.3. Vision Transformers

CNNs have demonstrated state-of-the-art performance in
computer vision tasks, such as brain tumor segmentation and
classification, over the last few years. However, CNNs
cannot efficiently capture long-range information or
dependencies due to their small kernel size. Long-range
dependencies are those in which the desired output depends
on image sequences presented at distant times. Due to the
similarity of human organs, many visual representations in
medical images are organized in sequence. Destruction of
these sequences will significantly affect the performance of a
CNN model. It is because the dependencies between medical
image sequences (such as modality, slice, and patch) contain
significant information. These long-range dependencies can
be effectively handled by techniques that can process
sequence relations. A self-attention mechanism in ViTs has
the capacity to model long-range dependencies, which is
very important for precise brain tumour segmentation. They
achieve this by modelling pairwise interactions between
token embedding, thus enabling ViT-based models to learn
local and global feature representations. VIiT has
demonstrated promising performance on a variety of
benchmark datasets.
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Fig. 2 The general architecture of a Convolutional Neural Network (CNN)

199



R.Vijayalakshmiet al. / IJEEE, 9(12), 198-208, 2022

Projected image patches
and positional embeddings

Linear projection of flattened images

ﬁhiiiih

Image Patches

Flattened image patches

Fig. 3 Vision Transformers (ViT) model

Selected digit capsule

{

Convolutional Layer

Primary capsule layer

gl m—

Digit capsule

Fully connected (FC) layer

A

1 1
\ 4| \
3 i ' S
' '
1 '

‘ LY
'

@000
1000

:

FC + ReLU FC + Sigmoid

FC + ReLU

Fig. 4 CapsNet

2.4 Capsule Neural Networks

Despite the remarkable success of CNNs, they have
some drawbacks. First, CNNs require vast datasets for
training. Second, CNNs are typically not robust to affine
rotations and transformations. Additionally, the routing
mechanism employed by CNN’s pooling layers is distinct
from that employed by the human visual system. The CNN
pooling layer routes all the information extracted from the
image to all the neurons in the subsequent * layer, neglecting
essential details or little objects in the image. Hinton et al.
designed the CapsNet to address the drawbacks of CNN. The
general structure of a CapsNet is depicted in Figure - 4. A
CapsNet is a three-layer network composed of the
convolutional, primary capsule, and class capsule layers. The
primary capsule layer is typically the first one, followed by
an undetermined number of capsule layers. The class capsule
layer follows the capsule layer. The convolutional layer
extracts the feature and then transmits it to the primary
capsule layer. The primary capsule performs a series of
operations and transmits the resulting feature map to the digit
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capsule. Typically, the digit capsule is composed of ann m
weight matrix, where n denotes the number of classes and m
is the size of each digit capsule. The digit capsule is used to
classify the input image before it is fed into the decoder. The
decoder consists of three fully connected layers that are used
to reconstruct or decode the selected digit capsule into an
image.

Figure 3. Overview of a Vision Transformers (ViT)
model. The image is partitioned into N small patches (e.g., 9
patches). Each image patch contains n x n pixels (e.g., 16 x
16 pixels). After partitioning, each image patch is flattened:
each of the flattened image patches is fed into a linear

projection layer to obtain a lower-dimensional linear
embedding.
Moreover, positional embeddings are added to the

sequence of image patches to ensure each image keeps its
positional information. The input and position embedded
sequences are fed into a standard transformer encoder for
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training. The training can be conducted by an MLP or CNN
head stacked on top of the transformer. The “*” symbol
refers to an additional learnable (class) embedding that is
appended to the sequence based on the position of the image
patch. This class embedding is used to predict the class of an
input image after self-attention updates it.

Figure 4. General scheme of a capsule neural network
(CapsNet). A CapsNet is a three-layer network composed of
the convolutional, primary capsule, and class capsule layers.
The primary capsule layer is typically the first one, followed
by an undetermined number of capsule layers. The class
capsule layer follows the capsule layer. The convolutional
layer extracts the feature and then transmits it to the primary
capsule layer. The primary capsule performs a series of
operations and transmits the resulting feature map to the digit
capsule CapsNet can recognize spatial and hierarchical
relationships among objects in images. They are resistant to
rotation and image transformations. Additionally, as shown
in, CapsNet requires substantially less training data than
CNN. Moreover, results reported in the literature show that
CapsNet has the potential to improve the accuracy of CNN-
based brain tumour diagnosis using a minimal number of
network parameters.

It is worth noting that the pooling operation in CNNs
makes them robust to small input transformations. However,
for CNN to perform well, it must be trained on augmented
data in terms of scale, rotation, and varying perspectives.
Despite this, results reported in the literature indicate that, in
some cases, CapsNet performs comparably to CNN models
trained on augmented datasets. CapsNet does not need to be
trained on large-scale or augmented data to produce excellent
results. It makes it a suitable model for medical image
datasets, which are typically small. For more information on
CapsNet, please refer.

3. Literature Survey

Brain tumours can be located anywhere in the human
brain and assume virtually any shape, size, or contrast
(dissimilarity). It shows that ML-based solutions that can
effectively and automatically classify and segment brain
tumours are needed. The introduction of powerful computing
devices and lower hardware prices have prompted the
scientific community to develop numerous brain tumour
segmentation and classification techniques. Some methods
were designed with classical ML algorithms, while others
were designed with CNN algorithms and CapsNet. This
section reviews ML-based, CNN-based, CapsNet-based, and
ViT-based brain tumour segmentation and classification
techniques. These techniques are expected to assist medical
practitioners in improving the accuracy and consistency of
diagnosis.
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3.1. Classical Machine Learning-Based Techniques

Numerous brain diagnostic systems have been developed
using classical ML algorithms, including Support Vector
Machines (SVMs), Random Forests (RFs), and k-Nearest
Neighbor (KNN), to list a few. These algorithms are used
alone or in combination with other ML algorithms or feature
selection techniques. This section presents a survey of ML-
based brain classification and segmentation techniques.

3.1.1. Brain Tumor Classification and Segmentation Using
Hybrid Texture-Based Features

An image's texture is an important feature that can be
used to identify different regions of interest. The texture of a
region in an image is determined by the distribution of Gray
levels across the image pixels. Jena et al.proposed a brain
tumor classification and segmentation technique using
texture features and multiple ML algorithms. The technique
is divided into two stages: tumour classification and tumour
segmentation. The MRI scans are pre-processed in the
tumour classification stage, and texture features are extracted
from the images using different texture extraction techniques.
The following texture-based features were explored in the
study: first-order statistical feature, Gray- level co-
occurrence matrix (GLCM) feature, Gray-level run length
matrix (GLRLM) feature, Histogram-oriented gradient
(HOG) feature, Local binary patterns (LBP) feature, Cross-
diagonal texture matrix (CDTM) feature, and simplified
texture spectrum feature. All the features were extracted
from 100 tumours and 100 x non-tumour images. The
extracted features were combined to form a feature vector
matrix size 200 471. Subsequently, the feature vector matrix
was used to train five ML algorithms: SVM, k-NN, binary
decision trees, RF, and ensemble methods. The ensemble
methods consist of seven algorithms: Adaboost, Gentleboost,
Logitboost, LPboost, Robust-boost, RUSboost, and
Totalboost. After training, the tumorous images were
identified and used as input to a hybrid tumour segmentation
technique designed in the study. The hybrid technique
consists of k-NN and fuzzy C-means clustering algorithms.
The hybrid technique was used to segment the tumour
regions in the images. It was evaluated on two datasets based
on the following performance metrics: average Dice
similarity coefficient (DSC), average Jaccard similarity
coefficient, and average accuracy. The dataset used to
evaluate the model include BraTS2017, BraTS2019, and the
Cancer Imaging Archive (TCIA). Experiments show that the
ensemble methods produced the best result, achieving a
classification accuracy of 96.98% and 97.01% for
BraTS2017 + TCIA and BraTS2019 + TCIA, respectively.
RF produced the second-best result, achieving an accuracy of
96.5% and 96.99% for BraTS2017 + TCIA and BraTS2019 +
TCIA, respectively. The results also show that the
segmentation technique produced a Dice similarity score and
accuracy of 90.16% and 98.4%, respectively, for BraTS2017.
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3.1.2. Brain Tumor Classification Using GoogleNet Features
and ML

Sekhar et al. proposed a tumor classification model using
a modified GoogleNet pre-trained CNN model and two ML
algorithms: SVM and k-NN. In the study, the last three fully
connected layers of the GoogleNet network were modified
and fine-tuned on brain tumour images. After fine-tuning, the
1024 feature vector from the previous average pooling layer
was extracted and used to train SVM and k-NN classifiers.
The technique was evaluated on the CE-MRI dataset
containing 3064 Tiw post-GBCA brain MR images from 233
patients. Experimental results show that GoogleNet produced
precision and recall of 96.02% and 97.00% for glioma,
respectively, using the softmax activation function. The
model's performance was improved by over 2.5% when the
SVM classifier was used. It achieved precision and
specificity of 98.76% and 98.93% for glioma, respectively.
The performance of GoogleNet was also improved by over
2.3% when the k-NN classifier was used. It produced

precision and specificity of 98.41% and 98.63% for glioma,
respectively. It shows that features extracted from pre-trained
CNN models can be used to build effective ML-based
classifiers.

4. Methodology

This review includes papers published between 2019 and
2022. A few studies that were published before 2019 are also
covered in this paper. Specifically, we focused on papers that
developed brain tumor classification and segmentation
approaches using ML, CNN, CapsNet, and VIiT. The
following databases for scientific literature were queried to
find relevant articles: PubMed, Google Scholar, and
ScienceDirect. We also queried the online database of the
Multidisciplinary Digital Publishing Institute (MDPI) for
journal articles. The following search terms were used for
our queries: a brain tumor, segmentation, classification, and
DL.

[

Database used: PubMed, Google scholar, Science Direct, MDPI ]

Records identified from
Databases (n = 23,337)

Identification

Titles screened
(n= 14,9086}

b 4

Full fext assessed for eligibility
(n = 140)

Screening

v

Studies included in review
(n=27)

(o)

Records removed before
screening:
Duplicate records removed
(m=>=14905)

Records excluded

(n=>=14,7786)

PhD thesis, not peer-reviewed,
closed access, MSc thesis, non-
deep learning, case study reports

Reporis excluded

n=113)

Study significance, study design,
unconventional technigues

Fig. 5 Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) diagram of the proposed review on Al applications to brain
tumour MRI
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Fig. 6 Percentage of Articles reviewed for this study (a) Segmentation approaches wise (b) Year wise

In addition, the union of the outlined search terms was
used with a set of terms relating to DL brain tumor
segmentation and classification, including classic machine
learning, convolutional neural networks, capsule networks,
and transformers. The following inclusion criteria were used
in this survey: conventional brain segmentation and
classification techniques, deep learning, capsule networks,
vision transformers, MRI images, and peer-reviewed. Ph.D.
theses, M.Sc. theses, and case study papers were excluded
from this study. Figure 5 shows the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA)
diagram used for this survey. Figure 6 a and b illustrates the
percentage of articles reviewed in this study and their
publication year, respectively.

4.1. Datasets

The 3064 MRI T,w post-GBCA images from 233 patients
were used. The Medical Image Computing and Computer-
Assisted Intervention (MICCAI) Society has funded
numerous events and open challenges over the years to
stimulate the development of DL tools and medical devices
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for computer-aided diagnosis. Most studies used the datasets
provided by the MICCAI Society to evaluate the efficiency
of their techniques. Details of the other datasets are also
shown in Table 1. As shown in the table, most of the
benchmark datasets are small, making it challenging to build
DL models from end to end.

4.2. Image Pre-Processing Techniques

Image pre-processing techniques can be used to improve
the performance of DL-based techniques. Thaha et al.
introduced a skull stripping and image enhancement
technique for image pre-processing. Skull stripping removes
signals from outside the brain, removing unwanted
information and facilitating learning tasks. Image
enhancement techniques are also utilized to further increase
the image’s quality, allowing for identifying essential
features in the image. Sérgio et al. introduced an intensity
normalization technique for image pre-processing. Results
obtained in the study showed that intensity normalization
combined with data augmentation produced good results.
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One of the key challenges researchers face applying
guantitative analyses to MRI scans is the presence of
background interference, such as thermal noise and scanner-
related artifacts. Thermal noise is typically triggered by
random fluctuations within the MRI system, radiofrequency
coils in the MRI scanner, and small movements of the patient
during the scanning process. The presence of noise in an MR
scan can reduce the quality of the image.

Training a CNN on noisy images can affect its ability to
effectively extract tumour-related features, consequently
affecting its accuracy and generalization performance. In
view of this, some studies adopted denoising and contrast
enhancement as pre-processing steps to improve the quality
of MRI scans before training CNN models. Some studies
also developed other techniques for reducing noise in MR
images, including modified median noise filter, Wiener filter,
and non-local means approach. More robust and effective
denoising techniques are still required.

4.3. Performance Metrics

Several metrics were used to evaluate the performance
of ML and DL techniques. Most studies used the Dice
similarity coefficient to evaluate the performance of brain
tumour segmentation techniques. The coefficients determine
the amount of spatial overlap between the ground truth
segmentation (X) and the network segmentation (Y). Some
studies used average Hausdorff Distance for brain tumor
segmentation. Many studies used classification accuracy,
precision (or recall), sensitivity, and specificity to evaluate
brain tumour classification

4.4. Classification
4.4.1. Convolutional Neural Network (CNN)

CNN:s are a sort of deep learning system that uses a grid-
like structure to process data. CNNs are a form of deep
learning algorithm used to handle data related to space or
time. CNNs are similar to other neural networks, but because
they use a succession of convolutional layers, they add a
layer of complexity. Convolutional layers are an essential
part of Convolutional Neural Networks (CNNs). A typical
CNN architecture is depicted in the diagram below,

Convolutional
Layer

Layer

Input Layer

Pooling

Image identification and classification tasks frequently
employ CNNs. CNNs can be used to recognize objects in an
image or to classify an image as a cat or a dog, for example.
CNNs can also be used to perform more complicated tasks,
such as creating visual descriptions or recognizing image
points of interest. CNNs can also be used to analyse time-
series data like audio or text. CNNs are a strong deep
learning tool that delivers cutting-edge outcomes in various
applications.

The following are definitions for the various layers in
the architecture depicted above:

Convolutional Layer

Convolutional layers are made up of a group of filters
(also known as kernels) applied to an input image. A feature
map represents the input image with the filters applied as the
convolutional layer's output. Layers of convolutional neural
networks can be stacked to produce more complicated
models that can learn more intricate features from photos.

Pooling Layer

In deep learning, pooling layers are a sort of
convolutional layer. The spatial size of the input is reduced
by pooling layers, making it easier to process and needing
less memory. Pooling also reduces the number of parameters
and speeds up the training process. Pooling can be divided
into two types: maximum pooling and average pooling. The
maximum value from each feature map is used in max
pooling, while the average value is used in average pooling.
After convolutional layers, pooling layers are often employed
to minimise the input size before it is fed into a fully
connected layer.

Fully Connected Layer

In a convolutional neural network, fully-connected layers
are one of the most fundamental layers (CNN) types. Each
neuron in a fully-connected layer is entirely coupled to every
other neuron in the previous layer, as the name implies; when
the goal is to take the information learnt by the preceding
layers and apply them to produce predictions, fully linked
layers are often utilized near the conclusion of a CNN.

Fully Connected

Layers
Output
Layer
&
— LLLLLJ — .
o

Fig. 7 CNN Architecture
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Layer (type)} Qutput Shape Param #
convzd_1 (ConwaD)  (Hone, 65, €5, 32) a16
convid_2 (Conwv2D) (Hone, B5, 65, 32} 4128
batch_normalizaticn_ 1 (Batch (Rone, 65, 65, 32) 128
max_pooling2d 1 (MaxPeooling2 (Nene, 32, 32, 32) o
dropout 1 (Dropout) (Hone, 32, 32, 32) a
conv2d_3 (ConwvZD) (Hone, 32, 32, B4) 5256
conv2d 4 (ConvaD) [(Hone, 32, 32, &4) 15448
batch_normalizaticen 2 (Batch (Nene, 32, 32, &4) 256
max_poocling2d 2 (HMaxPooling?2 (Mone, 16, 16, &4) a
dropout_2 (Dropout) [(Hene, 16, 16, B4) B
flatten_1 (Flatten) (Hene, 16384) ]
dense_1 (Dense) (Hone, 512} 389128
dropout_3 (Dropout) (Hone, 512) a
dense_2 (Dense} (Hone, 23 1826

Total params: 8,419,773
Trainable params: 3,419,586
Hen-trainable params: 192

Fig. 8 Layers that are used in our model (I1) Prediction

It is a method of predicting Brain Tumours from a
dataset. This project will effectively predict data from the
dataset by improving the overall prediction outcomes.

4.5. Result Generation

The overall prediction will be used to create the Final
Result. Some measures, such as accuracy, are used to
evaluate the performance of this proposed approach.
CNN  accuracy is 86.44067645072937 %
99.98620748519897 % Confidence This is its a Tumor

Fig. 9 The accuracy and result for the given input image
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It will show the accuracy and result for the given input image
(i.e.) whether that selected image has a brain tumor or not.

4.6. Experimental Results
The effectiveness of the proposed technique is assessed
using accuracy.

4.6.1. Accuracy

One parameter for evaluating the classification model is
accuracy. Accuracy is defined as the ratio of the total number
of correct predictions to the total number of predictions.

Accuracy = TP+TN/TP+TN+FN+FP
Where,
TP(true positive) is the total number of images correctly
classified.

TN(true negative) is the number of images correctly
classified but not belonging to that class.

FP(false positive) is the number of images misclassified
to some other classes.

FN(false negative) is the number of images belonging to
one class but misclassified to another.
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Model Lass The accuracy and loss graph denotes the below figure
10.

— | e

Sdar

— ACCUrACY

Here X-axis represents the number of training epochs,
and Y-axis represents the model's loss.

5. Conclusion
A two-step approach for detecting brain tumour tissue
was introduced in this process. The thresholding approach is
combined with using a shape descriptor in this method. The
thresholding algorithm groups picture pixels in the first
phase, after which the image is binaries using a threshold
value. Although tumour structures are formed in binary
elements, they are frequently surrounded by healthy
5 ! structures. The second step eliminates non-tumour tissues,
Epoch only detecting those corresponding to the tumour. The CNN
algorithm can be used to classify MRI images. It will
improve the accuracy of brain tumor diagnosis.

Fig. 10 Graph for accuracy and loss
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Abstract

Outlier detection was instigated as noise removal technique for enhancing the prediction
accuracy of Machine Learning (ML) algorithms. In due course, outlier detection emerged as
the phenomenon of mining rare/alarming patterns to assist in decision making process.
Outliers can be point or collective types and can be detected by the supervised and
unsupervised ML algorithms. Such algorithms have the probability of missing out certain
point or collective outliers in high dimensional quantitative data. To overcome the
aforementioned issue, this work proposes a Semi Supervised Outlier Detection (SSOD)
algorithm with a probability based surprising measure °‘Lift’ for outlier detection. The
performance proposed SSOD is benchmarked with the existing outlier detection ML
algorithms. By studying performance of the algorithms, it is understood that the proposed
SSOD with Lift measure outperforms the benchmarked ML algorithms.

1. Introduction taking the required  precautionary
measures. Based on the outlier score the
rare observations will be weak outliers
(noise) or strong outliers (help in decision
making). “Usually, Noise possesses less
outlier score than the actual Outliers [1]”.
Hence it makes a clear statement that
identifying the outlier score of every
observations is a must to segregate the rare
cases from the normal observations and
noise. Most of the existing works made

Outliers are the rare observations as in the
case of weak performers in education data,
ozone days in weather data, hike or dip in
the shares sold in the stock market data,
fatal cases in accident data, malignant
cases in cancer data, etc. These rare
occurring events always used to tip off the
system or domain experts. Identifying such
outliers will give an alarm and help in

Eur. Chem. Bull. 2023,12(Special Issue 5), 1826-1837 1826
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use of subjective measures [2], [3], [4],
[5], [6] to detect the outliers in various
domains, where the researcher considered
the nature of the data along with their
objective. The subjective measurements
[7] require user interaction such as setting
the threshold value for the measurement in
order to prune outliers and, therefore, will
be domain specific and dependent on the
domain expert. But the proposed work
contribute to fix a common objective
measure (based only on the probability of
occurrence of data) which can be suitable
for pruning the outliers in a wide set of
applications without user’s interaction.
Such a common measure to prune outliers
is ‘Lift’ which is classified as ‘Surprising
measure’ [7]. “Lift is used to measure the
independency among the unexpected
correlated item. The unexpected correlated
items with high Lift value (one and above)
represents the rare items (the nature of the
outliers)” [8].

Outliers may be point (single occurrences
here and there) or collective (occur in
small group) outliers. The occurrence of
ozone days in weather data, the pre-
diabetic conditions of the patients in
diabetes data and the hike, dip in the
returns of the stock market are example of
point outliers [9]. The occurrence of
malignant cases in cancer data and weak
performers in the examinations of
education data falls under the collective
outliers. The figure 1 gives the clear
picture of these types of outliers.

@ A\ : vormal objects @ :outliers
01, 02,03 : Global / Point Outliers
0.5 04: Collective / Group Outliers
U %
)
n Q 00
3 Q o4
5 02
=
Q9 /.
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Attribute 1

Figure 1. Types of Outliers.

Eur. Chem. Bull. 2023,12(Special Issue 5), 1826-1837

classification (supervised) and clustering
(unsupervised) are well suitable for
detecting outliers based on single
dimension, they will miss certain small
groups of collective outliers like ‘O4’ in
figure 1 and point outliers like ‘O1°, ‘02’
and ‘O3’ of figure 1 in high dimensional
data. A Dbest suitable approach for
detecting such outliers in high dimensional
quantitative data is correlation based
technique. A well-known correlation based
approach is Association Rule Mining
(ARM) [10], [11] an unsupervised learning
algorithm.

The proposed method - SSOD (Semi
Supervised Outlier Detection) makes use
of the hybrid wversion of ARM
(unsupervised) and classification
(supervised) techniques and can be called
as Associative Classification technique.
The proposed SSOD algorithm make use
of the class label only during the rule
generation phase and not during the
infrequent pattern generation phase. Since,
the proposed associative classifier does not
use the class label (target attribute) during
the pattern generation phase we claim that
this is a semi supervised based learning
approach. By doing so, the algorithm will
not miss the point outliers and also the
small groups of collective outliers in
multi-dimensional,  multi-labeled  and
imbalanced database like stock market
data. The performance of proposed method
— SSOD along with the surprising measure
‘Lift’ in outlier detection is examined
along  with  various  conventional
supervised and unsupervised outlier
detection algorithms. The proposed
method - SSOD found to outperform the
benchmarked algorithms by detecting
more precise outliers.

The rest of the manuscript is structured to
have part 2 addresses the related work.
Section 3 provides a detailed description
of the preliminaries required to implement
the proposed methodology. Section 4 deals
with the algorithm and Section 5 details

1827
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the experiments performed with the
proposed methodology - SSOD. Lastly, in
Section 6, the proposed work has been
summarized.

2. Related Work

When the databases have an adequate
amount of normal and outlier samples then
the supervised data mining algorithms will
be used to detect outliers. In this
supervised approach, the model is
generated from the existing samples and
based on this model the outliers can be
identified. The samples if it is not perfect
then outlier detection will be at risk.
Similarly, to detect outliers, the
unsupervised ML algorithms require
number of clusters (groups) as user input
and a proper measure with accurate
threshold value from the domain experts to
identify the outliers from the normal
objects. For this reason, the proposed
SSOD method adopts the semi-supervised
associative classification technique and the
surprising measure - Lift to extract outliers
without any value defined by the user.

The mining of association rules (Apriori
algorithm) is the first and most frequent
pattern-based mining technique [10], [11].
Initially, this method was introduced to
investigate  the correlation  between
elements which frequently occur together.
Subsequently, its application concentrates
on the study of the correlation between
infrequent elements as well. An algorithm
called RARM [12] was proposed by
Romero et al., to detect infrequent student
behaviour and activities in an online
learning environment by generating sets of
rare items. The authors compared RARM
performance with existing algorithms such
as Apriori-Infrequent, Apriori-Reverse,
and Apriori Rare. Unexpected temporal
association rules are generated by an
approach based on frequent models to alert
equity market systems [3]. In this work,
the normal behavior of objects in the stock
exchange database is discovered with the
help of Temporal Association Rules

Eur. Chem. Bull. 2023,12(Special Issue 5), 1826-1837

(TAR). Then, the relationship between the
characteristics of these rules over time is
identified using quasi-functional
dependency and, finally, a predefined
measurement called "degree of
dependency"” is used to extract outliers.
Also, the stock splits that occur during a
particular period that alert the stakeholders
for their investment were identified using
TAR with ‘residual leverage’ as the
pruning measure [2]. Unexpected episodes
to detect the adverse drug reaction in the
medical domain were identified using
TAR [4], [5], [6]. Preetha et al., came up
with a non-parametric  FP-Growth
algorithm to detect outliers [13]. All of the
above work was performed with pre-
defined fixed threshold values for all
interesting measurements used to extract
outliers.

Recent studies show that associative
classification is spontaneous, effectual and
has good classification accuracy [14], [15].
This method considers the rules with the
highest confidence for classification. In
imbalanced class distribution, the class
rules which cover the minor groups are
missed in classification technique due to
the presence of least supportable classes.
But Associative classification can generate
Class Association Rules (CARs) which is
supportable within the class rather than in
the whole database [15], [16]. Thus it can
generate a complete set of rules for
classification.

3. Preliminaries

This section  describes the basic
requirements like the dataset considered
for evaluation and the interesting measures
that are used to detect the outliers by the
proposed method.

3.1. Dataset used

In our previous work [9], we have shown
that the detection of outliers by existing
supervised and unsupervised machine
learning algorithms falls short. Data sets
such as Pima Indian Diabetes Dataset [17],
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Education Dataset (our Student
Department Data), Yahoo Finance Stock
Market Dataset [18] are reviewed and

evaluated in our work [9]. The same data
set is used for the assessment of the
proposed methodology — SSOD.

Table 1. Specifications of the benchmark datasets

Database | Size | Dimensions | No of | Classes | Imbalanced | Type of
Name Classes distribution | Outliers
of instances | present
PIMA 768 | 9 2 Yes 500 | Pointand
Indian No 178 Point and
Diabetes Collective
Education | 155 | 10 2 Pass 138 Point and
Fail 16 Point
Stock 293 | 5 5 Volumel | 212 Collective
Market Volume2 | 14 Point
Volume3 | 24 Point
Volume4 | 19 No
Volume5 | 24 Point
3.2. _I nteresting Measures used to extract Confidence (A—> C): P(AAC) 3)
outliers P(A)

The interesting measure used to prune the
infrequent patterns from other patterns is
‘Support’. Support indicates the number of
times the model has been found in the
database. Support for the "A" model in the
"D" database is computed as in equation 1.

_P X
D 1)

The measures that are used to extract the
exceptional rules, ie., the infrequent CARS
are ‘Rule Support’ and ‘Rule Confidence’.
The exceptional CAR is of the form

A—C [Support%, Confidence%]|

which implies that, the likelihood of
occurrence of ‘A’ set of patterns in class
‘C’ of the database ‘D’. The support and
confidence values for the rule A—C are

Support (A)

defined as in equations 2 and 3
respectively.
Support (AaC):% )

Eur. Chem. Bull. 2023,12(Special Issue 5), 1826-1837

Finally the interesting measure that is used
to extract outliers from infrequent CAR is
‘Lift’. “Rare item sets with low counts
(low probability) which per chance occur a
few times (or only once) together can
produce enormous lift values” [7]. This
nature — ‘the enormous value’ of the Lift
measure motivated us to generate the rare
item sets by making use of it. The lift
value for the infrequent CAR, A—C is
defined as in equation 4.

P(AAC)

(4)

Outliers extracted by lift measurement
from infrequently occurring CARs are
assessed by the measurement called
Coverage and Accuracy [19]. Let Ncovers
be the number of instances in the database
‘D’ covered by the LHS of exceptional
CAR ie., the support(A) and NcorrecT be
the number of instances correctly classified
by the exceptional CAR. The Coverage
and Accuracy of the rule is computed as
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per the equation 5 and equation 6
respectively.

N COVERS (5)

Coverage (A—C)= D]

NCOVERS (6)

Accuracy (A—>C)=

CORRECT

All the association technique based works
discussed in the section 2 have used user
defined thresholds for all the interesting
measures to extract the rules. For assigning
the pre-defined thresholds values for the
measures, either prior knowledge about the
data or domain experts’ guidance is
required. Also, threshold values are
domain specific and vary for every
application. Even the size of the data will
cause change in the threshold values.
Consequently, the proposed method
generates threshold values for interesting
measurements like Support and Lift

dynamically [20] depending on the data
distribution. By doing so it is observed that
the threshold values of the measures vary
for different databases.

3.3. Understand outliers and their type
in benchmark data sets.

The box plot is the best statistical
visualization technique for interpreting
outlier presence [21]. Consequently, an
analysis of the plots was conducted on the
datasets to be assessed. The outlier type
present in these data sets is analyzed using
the box plot. Figure 2 presents the
analytical report for the box plot. In Figure
2, the presence of bubbles in the upper and
lower whiskers of the cell indicates the
presence of outliers. The emergence of
bubbles in a group or points can be
interpreted as collective and global outliers
respectively.

Pregnan Glucase
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Figure 2. Analysis of outliers in the datasets examined for evaluation.

4. The Proposed Methodology

The proposed SSOD uses the ARM based associative classification approach for detecting
outliers. The method dynamically computes the threshold value for the support measure to
generate infrequent patterns. To prune outliers the surprising measures ‘Lift’ is used. The data
set considered are all numeric in nature. Hence the numerical data are categorized before

performing the mining process.

This data constitutes the input of the SSOD algorithm.

Candidate sets are generated, from which infrequent models are pruned by support
measurement. The actual support of each candidate set is calculated as per the equation 1.

Eur. Chem. Bull. 2023,12(Special Issue 5), 1826-1837
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Then, the infrequent patterns are pruned using the dynamically computed support threshold as
in the algorithm. Following the step in the algorithm, the higher level candidate sets are
generated and the complete sets of infrequent patterns are pruned by the support threshold.
After generating the complete infrequent pattern sets, the infrequent CARs are generated and
the one with the high confidence are pruned as rare rules. Lastly, the surprising Lift
measurement is used to prune outliers of the rare rules. The exceptional CARs with high
confidence are alone considered to extract the outliers

Algorithm1: SSOD - Semi Supervised Outlier Detection

Input : Database - D, Initial Support - S
Output : A set of Temporal Outliers — Outlier
Notations Used : oRaynsup - Max. Support, Sa - Actual Support, R - Rare Pattern sets,

Cx: Candidate pattern set of size k, Lk : Infrequent pattern set of size k
Data Preprocessing: /* Categorization of the numerical values */

1. D(A1, A2, ....An, CLASS) — D?(A1.LOW, A1.MEDIUM, A1 HIGH, ....An.HIGH,
CLASS)
Infrequent Pattern Generation: /* Infrequent pattern generation - APRIORI algorithm */

2. Ci={Al1.LOW, A1.MEDIUM, A1.HIGH, ....An.HIGH };

3. Li=Setofall C; for which Sa (C1)<'S; // Where S=0.2 the Initial Supportmin
4. R=Ly.

5. for (k= 2; Lk1 !'=0@; k++) do begin

6. Ck= candidate sets generated from Lk.1;

7. Lk = Set of all Cx for which Sa (Ck)< cRaynsup

8. R=RuULy;

9. end for;

10. return R;

Outlier Pruning: /* Pruning low support with high confidence infrequent CARs with
outlier pruning measure */

11. Outlier = Outlier_Pruning (R);
Post Pruning: /* Redundant Outliers if any are eliminated */
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Algorithm2: Outlier_Pruning

Input : DP — Preprocessed data, R - Rare Pattern sets

Output

. A set outliers (exceptional CARS)

Notations Used : Rconf— Rule Confidence, Rsyp - Rule support, Riirt - Rule Lift,

Lk - Infrequent pattern set of size k, IRs — Infrequent Rules,

ERpruned — Outlier, Suppthreshold — Max. Support, Lift threshoia— Min. Lift

Infrequent Rule Generation: /* Infrequent CARs from Infrequent Patterns set */

// Rule of the form A—C

/* where L € (A1.LOW, A1.MEDIUM, A1.HIGH, ....An.HIGH) */

1. IRs=0Q;

2. forall Lx inRdo

3. Scan D

4. If the instance of DP matches L

5. Then Generate CAR of the form Lx —CLASS;
6. endif;

7. calculate Rsup, Rconf and Ryir for CAR,

8. IRs=IRsuU CAR;

9. end for;

10. Support threshold = Mean(}. Rsup (IRS));

Lift threshole= Mean(} Ruift (IRS));

Outlier Pruning: /* Pruning outliers ie, exceptional CARs from Infrequent CARs */

11. ERpruned =9;
12. for all rules in IRs do

13. ERpruned = ERpruned W IR (W|th Rsup < Suppthreshold, Ruift > Lift threshold and Reont > 95%) ;

14. end for;
15. return ERpruned ;

5. Results and Discussions

To evaluate the proposed method — SSOD,
several experiments were carried out on
the benchmarked datasets. The
performance of SSOD along with the lift
measures is evaluated based on various
parameters like the time taken to detect
outliers, heap space used to detect outliers,
the number of outliers detected by the Lift
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measure from the infrequent patterns.
Also, the nature of the outliers extracted
was observed. The observed results are
tabulated in Table 2. The exceptional
CARs with high Lift value (>1) are
considered as outliers. The threshold value
of Lift measurements is calculated
dynamically as indicated in the SSOD
algorithm.
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Table 2. Performance of the proposed method - SSOD

Evaluation Databases

Parameters PIMA Indian | Education Stock Market
Diabetes

1. User defined Initial Initial Initial

thrachnlde Ciinnnrvt . — Ciinnnarvt . —N 9D Ciinnnarvt . —N 9D

2. Thresholds Max Supp. = Max Supp. = Max sup =

3. No. of 25 36 94

4. No. of 12 17 2

5. Heap space 44,507,136 5,908,122 5,571,344

favr Annitline

6. Outliers’ 0.716 0.568 0.306

7. Outliers’ 98.91 98.52 99.92

The results presented in Table 2 show that
the number of infrequent models generated
and the heap space used differ for each
data set. This is because, each dataset vary
in size and dimensions. Though the user
defined initial support value is kept
uniformly, the threshold value of Support
and Lift measures computed dynamically
varies for each dataset. Also, the number
of infrequent CARs generated varies for
each dataset varies. Likewise, the number
of outliers extracted, the heap space used
to extract outliers, and the time required to
detect outliers differ for each dataset. The
highest coverage value for PIMA Indian
diabetes dataset indicates the presence of a
greater number of outliers, which may be
understood from the box plot analysis in
Figure 2. Consistently across the dataset,

the detection accuracy for outliers is
almost 99%.

5.1. Analysis of the outliers generated

The natures of the outliers/Exceptional
CARs generated for the datasets are
examined and the inferences of the rules
are interpreted. The sample outliers
generated for Pima Indian Diabetes
dataset, Education dataset and Stock
market dataset and the implication of the
exceptional CARs are listed in Table 3, 4
and 5 respectively. Based on the coverage
value, the types of the outliers are
identified. The high coverage value
indicates the group / collective outliers and
the low coverage values indicate the point
outliers.

Table 3. Sample outliers detected from PIMA INDIAN diabetes dataset.

Section A-Research paper

Exceptional CARs Support | Confid | Lift | Cover Implications
ence age Risk Factors | Outlier
Type
Age (Above 60) — No | 0.003 1.000 |1.019 | 0.214 | Age factor Point
DPF (Above 0.6) ~ 0.003 1.000 |1.529 | 0.214 | BMI level and | Point
BMI (26-30) — No hereditary factors
DPF (Above 0.6) — | 0.131 0.924 |1.396 | 14.11 | Hereditary factors | Collecti
No ve
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Table 4. Sample outliers detected from EDUCATION dataset.

Exceptional CARs Support | Confid | Lift Covera Implications
ence ge Risk Outlier
Factors Type
SG (80-89) — PASS 0.153 0.933 1.029 | 19.565 | Higher Collective
marks in SG
SL (80-89) — PASS 0.196 1.000 1.106 | 14.304 | Higher Collective
marks in SL
SD (50-59) ~ 0.011 1.000 1.138 | 01.087 | Border Point
DB (60-69) — PASS marks in SD

Table 5. Sample outliers detected from STOCK MARKET dataset.

Exceptional CARs Suppor | Confid | Lift Covera Implications
t ence g€ Risk Outlier
Factors Type

Close (210.33 -233.8) — | 0.173 0.955 1.013 | 18.107 | Close Collective
Volumel price  is

high
Low (177.08 -218.68) — | 0.171 0.955 1.006 | 07.489 | Low price | Collective
Volumel IS

considerab

ly low
Open (183.33 — 211.36) | 0.003 1.000 1.066 | 00.290 | Open price | Point
— Volume2 is

considerab

ly low
High ( 172.34 -183.36) — | 0.008 1.000 1.025 | 00.246 | High price | Point
Volume2 IS

considerab

ly low

5.2. Performance of SSOD against
conventional outlier detection methods

The performance o